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Abstract

Today, events in soccer are manually annotated by humans. Annotation is a
tedious, time-consuming, and expensive task. Event annotations are useful for
multiple different purposes, such as entertainment, analysis, and more. Auto-
mating the process can save much time, and provide access to event annotations
in leagues where it may be financially infeasible to annotate manually. Further-
more, with a general approach, it would be possible to annotate events that were
previously ignored. Our objectives are to research and find general solutions for
automatic event detection that can be easily adapted to new events, implement
and find a good approach through experimental prototyping, analysis of our
approach, and comparison to the state-of-the-art. Action recognition and detec-
tion are active areas of research. There are many approaches to these problems,
but in recent years, approaches have mostly been dominated by deep-learning-
based methods. Based on current research in action recognition and detection,
we experiment with four different architectures based on neural networks. For
comparison, we use a large annotated dataset for soccer called SoccerNet [19],
where the goal is to predict temporal anchors for the events ’Goal ’, ’Substitu-
tion’ and ’Card ’ events within some distance of the ground truth. Additionally,
we download videos from Swedish Allsvenskan and Norwegian Eliteserien to test
cross-dataset performance. To select our model, we experiment by using loc-
ally extracted video-frames in a classification task. We extensively test different
configurations, such as the temporal extent of input, resolution, gray-scale in-
put, and the use of pretrained models. We find that a pretrained ResNet 3D-18
model performs best with 128 frame inputs, resulting in 88.4% accuracy on the
validation set for the classification task.

For the task of spotting in soccer videos, we use a sliding-window approach
with a stride of 1 second. We report 51% Average-mean-Average-precision
(Average-mAp) compared to the baseline 49.7% in Giancola et al. [19], we
also find that at a relatively low tolerance of 5, our approach reports a mean-
Average-precision of 0.38 compared to the baseline of less than 0.2. We further
test the robustness of our approach on our dataset from Swedish Allsvenskan
and Norwegian Eliteserien and find that the model generalizes well. To better
understand our model, we analyze model behavior in a variety of settings such
as densely sampled local predictions around events and through the use of Class
Activation Maps [59]. We find that based on our results, our model performs
well for the task of action recognition. Ultimately, the model suffers from false
positives when used for event detection with a sliding-window approach. The
analysis of our model grants us useful insight for further work, such as what the
model reacts to, and what it may need in the future.
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Chapter 1

Introduction

1.1 Motivation

Video as a medium has been popular ever since the TV was introduced. With
more today’s access to laptops, smartphones, and high-bandwidth internet at
all times, it is easier than ever to watch a video. This is further empathized
with online providers of video content such as Netflix and Youtube. Every day,
more than one billion hours of video are viewed on Youtube. Furthermore, more
than 70% of this is viewed on a mobile device [27]. In this context, sports have
been shown on TV since the 1936 Olympics, and in 2018, more than 3.5 billion
people were estimated to have watched some part of the FIFA 2018 World [17].
Today, there are companies whose business model is sports analytics, and there
are several sites and providers of game content across leagues.

Automatic event detection can increase the availability of events for user
consumption. Furthermore, statistics from events can be used in broadcasts for
entertainment value, betting companies, fans, or the teams themselves. Annota-
tions for exciting events is useful for those reading text summaries of sporting
events and can be used to create statistics, or as reference for later extraction of
highlights. Data that contain information on video files has thus become valu-
able. As the world’s video content keeps increasing, it is not feasible to manually
analyze all videos. Therefore, an automatic method to extract annotations from
the video can be valuable, especially to lower leagues or sports where funds are
limited.

Previously, SoccerNet [19], for example, has tried using I3D [8],C3D [48],
and ResNet [24] pretrained on ImageNet [11] as fixed feature extractors, fol-
lowed by dimensionality reduction with PCA. These features are sampled every
0.5s throughout the soccer videos. Afterward, based on these features, the
authors use convolutional layers to capture temporal information, followed by
pooling layers and a fully connected layer. This process is done locally around
an annotated event where the final trained model predicts events on full videos
by a sliding-window approach and post-processing of the predictions. The au-
thors test this approach by using temporal windows ranging from 5-60 seconds,
where 5-second windows performed best given strict requirements for distance
between predicted event and event, while 20-second windows performed best
overall.
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However, there are several other machine-learning-based approached sug-
gested both earlier and after that potentially provide better results. Therefore,
an open question is: ’How well do state-of-the-art deep-learning based models
perform for automatic detection of events in soccer videos?’

1.2 Problem Statement

Today, sports events are manually annotated. This thesis aims to answer the
following question:

’How can we automatically detect events in untrimmed soccer videos?’.

With recent advances in deep-learning-based action recognition and detection
methods, it may be possible to create a general data-driven model that general-
izes to multiple sports and events therein. We explore how well state-of-the-art
deep-learning models perform in soccer event detection. Our goal is to auto-
matically annotate soccer events in the video as close to the actual event in
a scalable manner. To achieve this in a way where the solution can be scaled
up if needed, we search for a solution that makes predictions based on directly
meaningful information. One approach to evaluate automatic event detection is
through the task of spotting. With spotting, evaluation is measured with strict
rules for distances between actual events and predicted events. We use multiple
datasets for evaluation and provide a baseline comparison from SoccerNet [19].
Our objectives are as follows:

Objective 1 Research and find a general approach to automatic event detec-
tion in soccer videos that can be easily adapted to new events.

Objective 2 Implement and find a good configuration for the given approaches
through experimental prototyping.

Objective 3 Analyze weaknesses and strengths of the selected approach.

Objective 4 Compare experimental results to state-of-the-art.

1.3 Scope and Limitations

Modern event detection has multiple challenges, such as action recognition where
short video clips are classified, action detection on untrimmed videos where the
goal is to find a temporal location and event in time, and spatio-temporal action
detection that aims to find location and event both spatially and temporally.
There are limited publicly available datasets for soccer, our thesis focus on the
SoccerNet dataset [19] where temporal anchors for three different events are
annotated over 784 hours of video. Additionally, we use soccer videos from the
Norwegian Eliteserien and Swedish Allsvenskan leagues. Given our datasets, we
are limited to action recognition and detection. The datasets available contain
the events ’Goal ’, which is defined as the moment the ball crosses the goal
line, ’Goal attempt ’, defined as the moment a player attempts a goal, ’Card ’,
which is the moment the referee shows a yellow or red card to a player, and
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’Substitution’, the moment a new player enters the field. Thus, we are limited to
these events. There are multiple different sources of information that can be used
for event detection. Audio, video, and commentaries are some examples. Audio
and commentaries may differ significantly from league to league and country
to country. A short video clip of an event should be enough information for a
human annotator to correctly describe the event regardless of language or league.
Therefore, we limit our scope to use video and not audio or commentaries.
There are different approaches to event detection through the use of traditional
computer vision methods. However, we limit the scope to deep-learning-based
methods.

1.4 Research Method

The overall goal for this thesis is to build and test a system for automatic event
detection in soccer videos. To do this, we have based our research method
upon the Association for Computing Machinery (ACM)’s methodology. In 1989
ACM’s Education Board released the report ’Computing as a Discipline’ [12].
In the report, three paradigms described.

The theory paradigm consist of four different steps as follows. Character-
ize objects of study (definition), hypothesize possible relationships among them
(theorem), determine whether relationships are true (proof), interpret results.
Rooted in the experimental scientific model is the paradigm of abstraction.
Form a hypothesis, construct a model and make a prediction, design an experi-
ment, analyze results. Related to engineering is the paradigm of design. Design
consist of the following steps. State requirements, state specifications, design
and implement the system, test the system. For all three paradigms there is
an expectation of an iterative process. In theory there is an iterative process
due to errors that arise, in abstraction, the prediction might not agree with the
results. In the design paradigm, the system test might reveal lacking results
with regards to requirements.

This thesis mostly applies the design paradigm for the general problem of
event detection. We have a specific task that requires a certain level of accuracy
and computational efficiency to be feasible. We further design, implement and
test with experimental prototyping, and test the final system to determine the
practical use for event detection in soccer videos.

1.5 Main Contributions

In this thesis, we address the question of event detection, as described in Sec-
tion 1.2. For objective 1, we analyze state-of-the-art approaches to action recog-
nition and detection and find deep-learning-based methods promising. Based
on state-of-the-art results in action recognition we select the three architec-
tures ResNet 3D-18, ResNet (2+1)D-18, Mixed Convolution-18 [47]. Addition-
ally, we implement a model based on the SlowFast architecture [16], which has
previously shown state-of-the-art performance in both action recognition and
spatio-temporal action detection. In the context of objective 2, we test differ-
ent configurations for the selected model in the task of action recognition of
video-clips. We use the SoccerNet [19] dataset during training, which contains
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about 784 hours of untrimmed soccer games at 25 frames per second, which is
about 70560000 individual frames. The dataset contains 6637 annotated events:
’Card ’, ’Substitution’ and ’Goal ’. Additionally, we download 617 clips from Nor-
wegian Eliteserien and Swedish Allsvenskan with a length of 60-90 seconds each,
where 533 of the clips contain goals, and 84 contain goal attempts. As an action
recognition task on SoccerNet, we show that the use of pretrained models can
significantly boost generalization, with the best performing pretrained model
reporting 83% compared to its from-scratch counterpart 72.8% with the same
configuration. We further test the effect of using reduced input in the form of
gray-scale videos and show that color may not be an essential aspect of action
recognition with a 0.6% drop in validation accuracy for the best performing
model. We experimentally show that the use of a greater time-window as input
can provide a boost in generalization for classification of soccer events in video
with a 5-7% increase in validation accuracy. There is a high cost to system
memory and computation with regards to video resolution. We, therefore, ex-
periment with different frame sizes and show that resolution may not be critical
to our approach. In the context of objective 3, we try to understand our model
behavior in a practical case. We use a sliding-window approach locally around
annotated events with zero-padded frames. This provides useful insight into
how much of the actual event our model needs, thereby granting us a basis
for the choice of stride for full videos. We repeated the experiment for larger
temporal windows of 138.6 seconds to determine noise in model predictions,
as well as reactions to replays. These replays are not annotated and therefore
resulted in false positives. To understand what our model reacts in terms of
spatio-temporal features, we calculated and analyzed class activation maps and
class activation signals, which contains information on which parts of the input
video-clip the model reacts to. This approach was applied for both correctly
classified and misclassified samples. For objective 4, we test our sliding window
approach on 200 full games, providing a comparison to the baseline of 49.7%
Average-mAp in SoccerNet [19] with 51% Average-mAp in our approach on the
test set. Additionally, we report a 0.38 mAp at a tolerance of 5, compared to
a baseline that, based on visual inspection, had less than 0.2 mAp. With a
threshold of 0.5, we still keep a recall of 0.88, while having reduced the number
of predictions from 550000 to 5711 in the case of the event ’Goal ’. Based on the
results, we believe that the model works well in the case of classification, and
it mostly reacts to events as intended. However, there is a challenge with false
positives, believed to be a result of similar scenes and replays.

1.6 Outline

Chapter 2 Background In Chapter 2, we describe essential machine learning
concepts and terminology. We discuss current research into action recognition
and detection and how deep-learning has impacted the field in the last decade.

Chapter 3 Methodology In Chapter 3, we describe the dataset and the
associated task. We further discuss data preprocessing steps before training. A
description of different candidate models and hyperparameters are given before
we continue with experimental prototyping to decide the best model configura-
tion for our case.

4



Chapter 4 Results In Chapter 4, we first describe the datasets used for
the final evaluation. We describe the behavior of our model with multiple ap-
proaches that grant us insight into why and when our model may fail or succeed.
The overall objective event detection is evaluated on multiple datasets, and the
results are analyzed and discussed.

Chapter 5 Conclusion In chapter 5, we provide a summary of this thesis
and its contributions. We discuss future work in relation to both our approach
and in general.
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Chapter 2

Background

2.1 Introduction

We want to find a system that can automatically detect events in soccer. Our
focus is on the task of spotting, where the goal is to predict a class and a
single point in time. This chapter is structured as followed. First, important
terminology and methods for used in the thesis are defined. These include terms
such as deep learning,Convolutional Neural Network (CNN), Action Recognition
and Temporal Action Detection.

Next, related works explores the state of the field with respect to cur-
rent and past challenges, improvements in models, and datasets over the years.
Lastly, specific challenges towards soccer-specific action detection and the most
relevant datasets and models are discussed for the task at hand.

2.2 Event definition

What exactly is an event1? The oxford dictionary defines an event as:’a thing
that happens, especially something important ’. For humans, casually describing
when and where a given event occurs comes naturally. Quantifying the exact
start, ending, or length of an event, however, can be difficult. Sigurdsson et
al. [42] explore the ambiguity in the temporal extent of human activities. In
an experiment where humans were tasked with annotation of the start and end
of events, they found that most of the time, the center was agreed upon, while
the starting point and ending varied. For this thesis, we define events to be
instantaneous. This is consistent with the spotting.

2.3 Action Recognition

Action recognition is a classification task in which the goal is to determine what
action is present given some clip. This is also sometimes referred to as Activity
Recognition. The input is commonly in the form of images or video. Typically,

1Events and actions are closely related in literature, and in the context of our problem,
most events can be seen as a product of human actions. Therefore, we interchangeably use
the terms events and actions throughout this thesis.
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the video input will be temporally trimmed video, meaning that a small subset
(often 3-10 seconds) of the original video. The task is, therefore, to classify a
video, with usually only the target action in mind. Some datasets, however,
feature multiple classes in the same temporally trimmed video. Classifying
actions come with many challenges, e.g., camera motion, different view-points,
occlusions, different quality of video in general. Another challenge comes with
high computational and storage costs.

2.4 Action Detection

Action detection or event detection is the more general task of finding both
when and where an event occurs. This means that any approach needs to find
a temporal interval in addition to the classification task in action recognition.

2.5 Machine learning

Machine Learning (ML) is a broad term for data-driven learning algorithms [21].
ML is often seperated into the subcategories Supervised Learning and Un-
supervised Learning.

2.5.1 Supervised learning

Supervised learning is a class of methods that is identified by the compon-
ents used in the learning process. The components are an input dataset X =
{x1, x2, ..., xn}, a corresponding set of outputs Y = {y1, y2, ..., yn}. The goal of
a typical supervised learning algorithm is to associate the input X and Y such
that, given an input x, it correctly produces the corresponding value y.

2.5.2 Classification

Classification is the process of assigning a class to a given input. This is often
done in a supervised setting. An example of this can be, given an image, is
there a cat present - yes or no. This is a binary classifier, since only two classes
are present, where the most appropriate output would be either 0 or 1. Where
0 would refer to ’Not cat’ and 1 for ’Cat’. For more classes, the output would
typically be a vector y = [c1, c2, ..., cn] where the c is 1 if the class is detected,
and 0 otherwise.

2.5.3 Regression

Regression is a similar problem, also associated with supervised learning. The
difference here mostly lies in the output, and instead of predicting a class, the
output is typically a real number. An example of this would be to predict the
current salary of a worker based on the number of years of experience.

2.5.4 Dataset

In the context of supervised learning, a given task consist of a set of inputs
X, and corresponding outputs Y . In a classification setting, Y is obtained
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through an annotation process. In many deep-learning problems, this process
is done manually by a human annotator, which for example, looks at an image,
and labels the image as some class c (e.g., a cat or dog). These datasets are
ultimately split into separate pieces, which serve different purposes, as discussed
below. Datasets are ultimately split up into three independent sets, namely the
training set, validation set and test set.

Overfitting Overfitting is a critical problem to be aware of in ML. This refers
to a model that performs well on the Training set but ends up generalizing
poorly to new data. Indeed, the goal is to create a model that works well on
new data - and not one that performs well on already labeled data. This is
illustrated in Figure 2.1, where we see three different solutions to the same
data.

Figure 2.1: Illustration of three different functions (red line) used to fit the train-
ing set. The left image illustrates overfitting, the middle shows the underlying
function, and the right image illustrates underfitting.

Training set is a subset of X and the corresponding Y . This is most often
the majority of the total dataset, and serves the purpose of training the model.

Validation set is another independent subset that is used in training. This is
usually used to tune hyperparameters of a model or to evaluate generalization
and overfitting during training.

Test set is the most crucial set when evaluating the model. The test set should
not be used in any way during training and serves the purpose of evaluating the
model on unseen data.
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Gradient descent Gradient descent is a popular algorithm used to optimize
a model by finding the correct weights through an iterative process. Suppose
we have model F (X;w), where w are the learnable weights of the function. To
improve our model, we need to find the correct weights w. To do this, we use a
cost function J(w;X).

Formally, gradient descent can be described as follows:

wt+1 = wt − µ∇wJ(wt) (2.1)

where µ is our learning rate, gradient descent finds a local minimum of a given
function by the iterative process of ’moving’ in the direction of a minimum based
on the gradient. The learning rate is a critical hyperparameter to choose. If
the learning rate is too low, it will update slowly, too large, and we will not
converge to the minimum. Figure 2.2 shows a simple example of how we can fit
a line by using gradient descent.

Figure 2.2: An example of gradient descent used to find the local minimum. On
the left, we see an example of a linear regression line fit during each iteration;
on the right, we see the loss for corresponding iterations of gradient descent.

2.5.5 Neural Networks

Neural Networks (NN) can be described a mapping from input space, that can
be in the form of images, audio, text or other data, and maps it to output space,
that can be in the form of continuous or discrete values depending on the task.
We can consider NN as a function F (X) = Y , where X is our input, Y is our
output.
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Figure 2.3: Illustration of Neural Network

Figure 2.3 illustrates the structure of a neural network. The lines illustrate
the learnable weights, which produces a weighted sum. A function is added for
the purpose of non-linearity at each node. We call this an activation function.
The nodes illustrate the activation value at that point. Formally, this can be
described as follows.

zlk =

nl−1∑
j=1

wljka
l−1
j + blk (2.2)

Where zlk is the weighted sum at the k’th node in the l’th layer, prior to activa-
tion. w are the weights connected to the given node, here b is the bias, another
learnable weight.

The activation value at a given point can be formally defined as:

alk = g(zlk) (2.3)

Where g is some non-linear function. A common activation function, which is
later used in this thesis is called ReLu.

ReLu(x) = max(0, x) (2.4)

ReLu serves the purpose of adding non-linearity. The removal of the activation
function will reduce the output to a linear function. While there are many ways
to adjust and change neural networks, architecturally, the number of layers,
and the number of activation nodes per layer is one of the most important
parameters to choose from. During the training of a neural network, we need
1) a loss function 2) optimization method. The loss function used in neural
networks varies depending on the task. We can consider a loss function L(ŷ, y)
where ŷ is our output prediction and y is our target. We perform a forward-
pass, meaning that we use training data to produce our output prediction ŷ, and
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calculate our loss based on that. For optimization, a common method is gradient
descent, as described earlier. The chain rule of calculus is used to calculate the
gradient of the loss function with respect to the weights, after which the weights
are updated accordingly. This process is called back-propagation.

2.5.6 2D Convolutional Neural Networks

Convolutional Neural Network (CNN) is one of the most popular models in
machine learning today. One of the earliest uses of CNNs were by Lecun et
al. [35], and was later popularized by AlexNet [33]. CNNs use parameter sharing.

Figure 2.4: Illustration of convolution operation in CNN

Figure 2.4 illustrates how a 3x3 filter is used during convolution over a zero-
padded image. Each point in the feature map is a weighted sum of a local
region in the input image. This means that the input share weights, effectively
finding important information such as edges within the image. Zero-padding is
often used as a way to have better control over the feature map dimensions. In
practice, this process is repeated in each layer with multiple filters, producing
several feature maps.
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Figure 2.5: Illustration of RGB channels in CNN

Figure 2.5 illustrates how CNNs compute feature maps from RGB color
images. For RGB images, we have three channels. After a convolutional layer
with N filters, we say that there are N feature maps, meaning that for the next
layer, we need appropriate filters.

2.5.7 Transfer learning

In the context of neural networks is the process of re-using weights for a different
purpose. It has been shown that using a pretrained CNN on a different dataset,
can be re-purposed by using it as a feature extractor, followed by some model to
classify [1]. One approach to do this is to train a CNN on one dataset, then freeze
(meaning that the parameters in these layers are not updated during training) n
consecutive layers and retrain the last layers with the new appropriate output.
Thereby, effectively using part of the original model as a feature extractor as
input to new layers to be trained. Another way is to finetune a new model,
which uses the same process but without freezing layers during training, thus
optimizing all parameters according to the new dataset. One study showed
that finetuning a model that had been pretrained on a similar dataset boosted
generalization performence [58]. Pre-training has been successful also in action
recognition [8, 43, 47, 4]

2.6 Related works

Action recognition as a general task has gotten more attention in the last dec-
ade. Datasets such as UCF101 and HMDB-51 [34, 45] have been an important
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addition to the field. Handcrafted features such as Histogram of Gradients
(HOG), Histogram of Flow (HOF), Motion Boundary Histogram (MBH) [10],
dense trajectories [51, 50] showed promising results.

In 2014, Karpathy et al. [30] explored the use of CNNs. In order to cope
with the computational cost, the authors implemented two ’streams’. The fovea
stream takes cropped part in the center as input, while the context stream used
a downsampled version of the original input. The authors further showed that
the features were general and benefitted from transfer learning.

Simonyan et al. [43] introduced a new architecture Two-Stream CNNs. The
authors mention that this architecture is related to the Two-Stream hypothesis [20],
which is an idea of humans possessing two distinct visual systems. The ventral
stream, which is responsible for spatial details, object recognition — the dorsal
stream, responsible for temporal details, motion. The authors propose the use
of two separate CNNs, the spatial CNN [33], pretrained on ImageNet, which
takes RGB input by sampling frames from video. Additionally, the temporal
stream, which uses optical flow fields as input. The Two-Stream structure is
further built upon in Carreira et al. [8], which adds 3D convolution, Feichten-
hofer et al. [15] explores the fusion process with 3D convolution and 3D pooling,
the authors also note that datasets are too small at the time (2016) [3], which
adds a neural network called MotionNet, which estimates the optical flow in-
put for a more efficient pipeline. The Two-Stream architecture is also extended
with ST-ResNet [14], which adds residual connections [24] in both streams and
from the motion stream to the spatial stream. Research into a combination
of hand-crafted features and deep-learned features has also shown promising
results [52].

Wang et al. [41, 53] proposed Temporal Segment Networks (TSN) in 2016.
Arguing that existing models mostly focused on short-term motion, rather than
long-range temporal structures. The authors noted that consecutive frames may
be redundant and that it might be unnecessary to sample frames densely. TSN
takes a video input, separates it into multiple snippets, and for each snippet,
make a prediction using Two-stream networks. The final prediction is then
consensus-based on the entire video. C3D [48] explored 3D convolution. By
using 3D convolution, spatio-temporal features are learned. When comparing
existing 2D convolution solutions, it indeed seems that 3D convolution help in
that it adds temporal information such as motion.

When the popular kinetics-400 [31] was released, an exciting baseline model
was also introduced. This model is the Two-Stream Inflated 3D ConvNet
(I3D) [8], using 3D convolution, along with the popular inception architec-
ture [46]. I3D works much like the two-stream networks, using two networks,
one for RGB stream input, and one for optical flow. The reason the model was
called inflated had to do with a distinctive pre-training trick that they used.
For the spatial net, they use the inception architecture, and first pre-trains a
2D CNN on ImageNet, next the inflate the filters such that they can now be
used for 3D convolution. They show that this approach achieves better results
on the Kinetics-400 dataset when compared to training only on Kinetics-400.
In other words, it is a smart way of using transfer learning to initialize the 3D
filters smartly.

While many modern action recognition techniques rely on either RGB or
optical flow as input, PoTion, introduces an interesting idea. First, they use a
pose detection algorithm [7], which is a separate challenge in the field. A pose
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detection algorithm will find spatial locations frame by frame for joints and key
parts of the human body, e.g., head, elbow, hand, etc. Essentially, finding a
skeleton representation of any humans in the image. Next, they use this as
features, along with RGB input. The authors note that they could use a much
smaller CNN this way. In the paper, they also report that often, failure of the
model arises when poses are not considered valuable information, e.g., a Point
of view video of someone cooking. This is an excellent idea intuitively since it
extracts semantically meaningful information. A downside of this, however, is
the reliance on good results from the pose detection model.

In Tran et al. [47] Res (2+1)D was introduced, achieving state-of-the-art res-
ults on UCF101 and Kinetics-400. The model is based on (2+1)D convolutions,
which are used to separate 3D convolution into two steps, first a 3D convolution
with a 1 x S x S kernel where S is the spatial size of the kernel, followed by a T
x 1 x 1 kernel, where T denotes the temporal extent. The idea is that is may
be easier for the network to learn spatial and temporal features separately.

Feichtenhofer et al. [16] introduced the SlowFast architecture that showed
state-of-the-art performance in both action recognition and spatio-temporal ac-
tion detection. The model is based on the use of two different framerates as
input, where the idea is to have a high-capacity ’slow ’ pathway that subsamples
the input heavily, and a ’fast ’ pathway that has less capacity but significantly
higher framerate.

The THUMOS[28] challenge saw multiple approaches, with a focus on a
sliding-window approach with iDT features and SVM classifiers. In Shou et
al. [41], the authors used a object-detection inspired approach from R-CNN [40].
The authors devised a multi-stage approach based on CNNs where first, a pro-
posal network generated candidate spots through a sliding window approach,
next a classification network classified the event, finally a localization network
was used to find the location within the given frames. Xiong et al. [55] used tem-
poral segment networks for proposals and classification. Xu et al. [56] created
an end-to-end proposal classification architecture R-C3D, which significantly
improved detection speed. Another approach is through the use of Recurrent
Neural Networks (RNN). Here, the approach is typically to generate features
through a CNN per frame, and feeding the features into the RNN [57, 37].

In the context of soccer, Ekin et al. [13], multiple algorithms are used. First,
dominant field color, which is used for field segmentation, next is shot boundary
detection, which is done by comparing two frames and looking at the dominant
field color statistics. After which, shot classification, that attempts to classify
views as long, medium, and short distance views. Using the information from the
steps above, a rule-based system with rules such as a recent view of the referee
and an out-of-field shot, red/yellow card events are classified. Goal detection
had 27 correct classifications, 32 false, and three miss. 16/19 red/yellow card
events were identified as 3/3 penalties and 5/8 freekicks.

In Assfalg et al. [6], a Finite State Machine (FSM) was used on a small
dataset with highlight clips of 15-90 seconds duration with multiple events,
including a penalty, corner, and freekick. The authors used a rule-based loop
with a series of ’if conditions’. By having multiple different states, the FSM
continuously tests to see if the current events qualify to move on to the next
state, ultimately resulting in a positive prediction. The results showed 17/17
penalties found, 18/19 corners, and 17/18 free kicks.

In Tsagkatakis et al. [49], they gathered 400 2-3 long clips from Youtube
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with the classes ’Goal’ and ’No goal’. The authors subsampled the clips to 20
frames, then used a pretrained VGG-16 [44] as a fixed feature extractor, with
the optical flow in a two-stream [43] architecture, after which they trained an
SVM classifier. The authors reported a 98% accuracy.

Giancola et al. [19] used C3D, I3D, and ResNet as fixed feature extractors in
SoccerNet with a sliding-window approach at 0.5s stride. The authors reduced
the dimensionality with PCA and trained neural networks with a variety of
pooling layers for a 60-second multi-label classification task. They apply the
best performing model in a sliding-window fashion for the task of spotting, in
which a predicted event at time t, is deemed a correct prediction given that it
is within some tolerance δ of the ground truth event.

Datasets

Deep learning-based models scale very well with large datasets. Ever since
AlexNet [33], CNNs have shown increasingly good results when coupled with
large datasets for training. In the domain of action recognition and detection,
the great advancement in dataset quality and size is significant. Both for train-
ing and for testing. Some early datasets for action recognition [45, 34] made
big contributions to the field. Results on UCF101 are now at 98% for mod-
ern models. These datasets were annotated manually, which is an expensive
task. Later, Youtube Sports1-M, Youtube 8-M and moments in time [5, 30,
39] further increased the datasets by millions. In 2017, the popular dataset
Kinetics-400 [31] was released, with 400 classes and about 350k samples. Since
then, Kinetics-600 and Kinetics-700 have been released as an extension, con-
taining more classes and data, now at about 650k samples. These datasets are
general and contain a wide range of actions. It should be noted that there are
strengths and weaknesses related to each dataset. Annotating at this scale is
not cheap. Therefore the authors used different ways of annotation. Youtube
8-M uses metadata from a youtube video to automatically annotate, while both
kinetics and sports 1-m use human annotator systems. It is a common strategy
to sample videos from Youtube. This means that if a video is taken down, a
sample is lost, which may lead to concerns about the repeatability of test results
as such. Kinetics attempts to remove duplicate videos, since Youtube videos in
the same categories may be frequently reuploaded by other users, training data
may be present in the test data set as well. There is, however, an inherent
strength in sampling youtube videos. As noted, early datasets were controlled,
but in youtube videos, video quality can be drastically different, which means
a model must be robust to poor quality, e.g., shaky camera, poor resolution,
different light, and more. In Figure 2.6, we can see that the increase in data has
been substantial.

In recent years, action detection has seen meaningful additions to the field.
With popular datasets such as THUMOS14 and ActivityNet [29, 26]. Another
recent and important dataset is AVA [23]. This notably has spatio-temporal loc-
alization as a challenge, which means that the challenge is to detect actions both
temporally and spatially in the video. Both Thumos [29] and Multithumos [2]
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Figure 2.6: Number of clips available in recent action recognition datasets and
their year of release.

feature a multilabel problem. Meaning that a given time interval may have
multiple actions.

In soccer, a new dataset SoccerNet was released in 2018 [19]. This dataset
comes with sparse events across 764 hours, manually annotated down to a res-
olution of 1 second. There are several challenges present in this dataset. The
events are sparse, at 1 per 6.9 minutes on average. Since a soccer match is 90
minutes, any feasible model must be able to analyze a match within a reason-
able amount of time. Another challenge is the similarity of events, and it may
difficult to separate between an attempted goal and a goal.

2.7 Summary

The annotation of videos is expensive. It is boring and tedious work, and not
available unless it is financially feasible. In this chapter, we describe essen-
tial machine learning concepts and terminology, such as supervised learning,
classification, and regression. Next, we describe how datasets are commonly
split into training, validation, and test set and why failing in this section can
result in overfitting. We describe gradient descent and discuss the NN and
CNN architecture. The problem of automatically annotating video is an active
field of research. With increasing amounts of video data, there is a need for
an effective and accurate way to annotate. In sports, manually annotating is
time-consuming, and not feasible for all leagues. In order to solve this prob-
lem, we look into existing methods in deep learning with the goal of finding a
method that may have the capability of understanding events based on relevant
information where a human would be able to do the same. Therefore, we discuss
action recognition and how deep-learning and better datasets have contributed
to the field. Dense Improved Trajectories [51] worked as important features in
action recognition by capturing spatio-temporal information. Two-stream net-
works [43] showed promise when combining the spatial capacity of CNNs with
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the motion information of optical flow, strongly indicating that both features
are important for action recognition. As datasets have gotten better, so have
the results, with action recognition showing great promise [16, 47, 8]. In action
detection, we found that the popular proposal-classify strategy from object de-
tection is often used. Furthermore, RNNs have shown success when combined
with CNNs as feature extractors. In soccer, there are both traditional and new
deep-learning-based approaches. However, there has been a lack of datasets,
leading to manually generated datasets that make it hard to compare against.
In 2018, SoccerNet [19] was introduced, which provides the field with a way
to properly compare results for soccer event detection. Soccer provides a case
where the appearance is similar for many events, such as goal attempts and
goals. Furthermore, events are sparse, with a variety of camera angles used.
The baseline was based upon fixed feature extractors. We want to see how
state-of-the-art action recognition models can perform when trained directly.
Furthermore, we want to find a suitable configuration for a given model. In the
next chapter, we propose a selection of action recognition models to configure
to best perform in the case of soccer.
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Chapter 3

Methodology

3.1 Introduction

Annotating videos is expensive. It is tedious and time-consuming work. With
increasingly large amounts of video available, it is not always possible to use
people for this task. This leads to either lackluster event annotation in cases
where it is not financially lucrative to have accurate annotations or limitations
in which events are described. The problem of automatic event detection in
soccer has many different approaches. During the last decade, there has been a
rise of deep learning-based models which increasingly perform better with the
availability of data. In the last chapter, we found that new, larger, and more
challenging datasets such as Kinetics-400 [31] greatly help in the development
and testing of action recognition and detection. For event detection in sports,
there is a challenge in that many events are sparse and difficult to separate. We
want to approach the problem of detection in soccer with a data-driven solution
that captures can easily be adapted to other events given data. In this chapter,
we introduce state-of-the-art models that we want to test for the task of event
detection. First, we formally define the task of spotting, which is used for the
final evaluation for event detection. We provide a detailed description of the
dataset, which we use for training and testing in a separate classification task.
Next, we show how transfer-learning-based methods can be useful. We further
investigate the effect of different size temporal inputs for 3D CNNs as well as
different spatial resolutions. Several different models are tested and evaluated,
with different configurations. Finally, based upon our results, we choose a single
model for spotting.

3.2 Dataset description

SoccerNet [19] contains 500 games from different professional soccer leagues an-
notated. It contains untrimmed broadcast videos from each half of the game,
meaning that the full dataset has 1000 videos with a length of about 45 minutes
each. The dataset contains a video with audio, and 506,137 commentaries at
1-second resolution from online sources. Both audio and commentaries could be
used for future work, but this thesis focus on the video frames. The dataset was
collected by Giancola et al. [19] by first collecting videos from online sources.
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Next, the authors synchronized the videos by detecting the game clock with op-
tical character recognition (OCR). Finally, they get free online annotations with
a 1-minute resolution, which they manually annotate down to a 1-second resol-
ution. Each event in this dataset is annotated with a single temporal anchor.
This is in contrast to the more traditional approach where a temporal interval
is annotated, indicating that the event in question lies within this interval.

Three classes are present in this dataset: ’Card ’,’Substitution’ and ’Goal ’.
Giancola et al. [19] define the three events as follows.

• ’Card ’ is defined as the moment where the referee shows the yellow/red
card to the player.

• ’Substitution’ is defined as the moment the new player enters the field.

• ’Goal ’ is defined similarly to the official IFAB rules, which is the moment
that the ball crosses the goal line.

Season
League 14/15 15/16 16/17 Total
EN - EPL 6 49 40 95
ES - LaLiga 18 36 63 117
FR - Ligue 1 1 3 34 38
DE - BundesLiga 8 18 27 53
IT - Serie A 11 9 76 96
EU - Champions 37 45 19 101
Total 81 160 259 500

Table 3.1: The number of full soccer games with respect to season and league.
Reprinted from Giancola et al [19].

In Table 3.1, we can see that all samples come from high-end leagues in re-
cent years. Therefore, we can expect professional broadcast video that contains
multiple different views, replays, and a variety of standard video production
techniques such as game timer with score, slow-motion, and animations. Fur-
thermore, since all leagues are popular, there are likely high-quality fields and
an audience present. For lower leagues, video statistics may be different, and
player behavior may change as well. For example, when celebrating a goal. An-
other practical case is personal videos, which may contain poor quality video
with rotation and shaking. It is essential to be aware of such bias, since any
analysis may not be representative for other cases.

Dataset (224p version)
Frames per second 25
Resolution (HxW) 224x398
Duration (Hours) 784
N games 500
N training games 300
N validation games 100
N test games 100

Table 3.2: General information about a compressed version offered by the
authors. Adapted from Giancola et al [19].

Table 3.2 shows some general metadata. It should be noted that the data-
set is both available in high-quality and a compressed version. In some re-
cent activity recognition papers [8, 43, 47], the resolution during training varies
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between 112x112 and 224x224. Typically, a clip is resized first and then cropped.
With ∼784 hours in total at 25 frames per second (fps), we have approxim-
ately 784*60*60*25 = 70.560.000 frames to analyze. If we increase our spatial
resolution SxS, we quickly get limited. Modern deep-learning models such as
CNNs 2.5.6 rely on GPU’s during training and inference. The GPU has limited
memory to work with. In practice, this means that if we increase our input
size, we use more GPU memory and also require more time to process a sample.
Due to both current research and limitations in both space and computational
capacity, we use the compressed version. The 500 games are randomly split
into a training set, validation set, and test set with 300, 100, and 100 games,
respectively.

Class Train Validation Test Total
Card 1296 396 453 2145
Substitution 1708 562 579 2849
Goal 961 356 326 1643
Total 3965 1314 1358 6637

Table 3.3: The number of samples for classes for each split.

The dataset contains 6637 annotations for the three classes. Table 3.3 shows
the dataset split between training, validation and test for each class. We can
see that there is some imbalance between the different classes. ’Card ’ represents
32.3% while ’Substitution’ and ’Goal ’ represent 42.9% and 24.8%, respectively.
It is essential to be aware of such imbalances since metrics used during the
evaluation of results may be misleading when based on the assumption that the
classes are equally distributed.
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Figure 3.1: A timeline of a sample soccer game half with annotated events

Figure 3.1 shows an example of a 45-minute soccer game half with annotated
events. We can note the sparsity, with 8 events spread out over 2700 seconds.
If we assume that a given event lasts 5 seconds, then we have annotations for
5*6637 seconds of the total 784*60*60 seconds. This adds up to 1.17%, with
the other 98.83% seconds containing something else.
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Figure 3.2: Distribution of the distances between samples within the same class
in seconds. Events distances shows distance distribution for distances between
any events. Number of bins = 200. They are calculated from the training set.

Distance min max mean
Card 0.0s 2373.0s 577.0s
Substitution 0.0s 2086.0s 391.6s
Goal 40.0s 2642.0s 734.6s
All 0.0s 2410.0s 290.2s

Table 3.4: Minimum, maximum, and mean distance in seconds between events
for each class from the training set. ’All’ contain distances regardless of class.
Calculated from training set.

For each game half in the training set, we get ordered temporal anchors
for each class independently. Let a, b be temporal anchors in seconds for a
class, where at < bt. We calculate the distance in seconds as d(a, b) = b − a.In
Table 3.4, we see the minimum, maximum, and mean distance measured between
events of the same class and for all classes combined based on the training set.
We can see that both ’Card ’ and ’Substitution’ have events that happen at
the same instant. This would occur if multiple players are substituted at the
same time, or a referee showing the card to multiple players. Looking at ’Goal ’
minimum distance, we find a minimum distance of 40 seconds. When a team
scores in a soccer match, the timer will continue, but the players must be re-
positioned to their own side of the field, after which the referee will restart
the game from the middle of the field. Figure 3.2 shows us a histogram of the
distances for each class separately, as well as for distances between any events.
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Threshold (s) T=20s T=40s T=60s T=80s T=100s
Card (%) 5.51 6.51 9.26 11.64 14.52
Substitution (%) 10.11 14.20 15.84 17.47 19.85
Goal (%) 0.00 0.00 0.20 2.05 3.69
All (%) 6.59 11.88 17.34 22.51 27.42

Table 3.5: Percentage of samples for each class, which has a distance of less
than a threshold T seconds between samples in its own class training set. ’All’
denote distances between any events regardless of class.

We investigate distances further in Table 3.5 by calculating the percentage
of events for each class that has a distance less than a threshold T. For ’Card ’
and ’Substitution’, it can be hard to impose strict assumptions since a relatively
high percentage of the events lie close together. The class ’Goal ’, however, may
benefit from a rule stating that if a goal is scored at time t, then there is likely
no goal in the interval [t-40,t+40].

3.3 Event detection

In many action recognition or detection datasets [29, 26, 31], an event is defined
within a certain time interval. For classification tasks, this is often present in
the form of trimmed clips of, for example, 3-10 seconds. For detection tasks, it
is often required to predict a class along with a start and stop interval in time.
A prediction is then considered correct if the class is correct, and the temporal
Intersection over Union (tIoU) is higher than some threshold T. The events
are annotated with a temporal anchor, which means that there is no directly
annotated interval in time. Instead, spotting use the temporal anchors, and add
a tolerance δ, where if a model correctly predicts an event within ± δ of the
ground truth, it is considered a true positive.
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Figure 3.3: Illustrates region in which a correct prediction would be considered
as a true positive for δ = 15s

Figure 3.3 shows an example of ground truth with δ = 15s. This means that
any predictions within this interval, with the correct class, is considered correct.

3.4 Data preprocessing

This section describes how the data is organized and pre-processed during and
after training. In order to train a model, we must first define some task which
we can train under. We sample N frames locally with the temporal anchor
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as the center. This, however, leaves us with a biased model considering all
the background data. To better represent full videos, we generate background
samples. We annotate a background set using the following rule: If the distance
in seconds between 2 consecutive events a,b in a soccer game half is greater than
180s, then we annotate a new event labeled ’Background ’ at at+bt

2 .

Class Train Validation Test
Card 1296 396 453
Substitution 1708 562 579
Goal 961 356 326
Background 1855 636 653
Total 5820 1950 2011

Table 3.6: N number of samples for classes.

Table 3.6 shows our new dataset that contains ’Background ’. The dataset is
slightly unbalanced, as noted previously in Section 3.2, about 98% of a soccer
match is indeed background. Therefore this is not a perfect representation.
There are some weaknesses as well since we automatically generate new samples.
’Background ’ may be annotated during replays of any of the three events, while
statistically, it is likely rare, we expect some ’bad’ samples to be present.

Card

Substitution

Goal

Background

Figure 3.4: Sample frames visualized for a sample of 128 frames. The middle
frame is at the annotated time.

During training, we pre-process the clips on the fly. First, we resize clips
to a resolution of 112 x 199, followed by normalization of the data. Then, we
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randomly crop a 112 x 112 clip. Finally, we randomly flip each frame with a
probability of 0.5. Considering that soccer fields are symmetric around that
center, therefore this may make the model more robust to events on either side.
In Figure 3.4 we see some typical samples of the 4 classes.

3.5 Overview of models

To successfully detect events, we want models that can capture both spatial
and temporal information. ResNet 3D 18 (R3D), ResNet Mixed Convolution
18 (MC3) and ResNet (2+1)D 18 (R (2+1)D) [47] are some strong models that
rely only on RGB input. These models are available pretrained on Kinetics-400
using 16x112x112 inputs from PyTorch. Many models use optical flow [8, 43]
in order to capture temporal information. There are some disadvantages to
this approach, such as the need to pre-process optical flow. Instead of using an
optical flow-based approach, we test the SlowFast architecture [16]. SlowFast
has similar ideas but a different approach.

3.5.1 Model architectures

The models R3D, MC3, and R (2+1)D have similar structures. They all have
a total of 17 convolutional layers with batch-normalization followed by global
average pooling and a fully connected layer. For R3D, MC3, and R (2+1)D, we
use 2 convolutional layers per block.

Figure 3.5: llustrates 3D convolution where W = width, H = height, T = frame

3D Convolution block We want to learn feature representations that are
able to capture spatial information such as edges, colors, and more. However,
we also want to capture temporal information, such as motion. 3D convolution
can learn spatio-temporal features that help us achieve this goal. In Figure
3.5, we see an illustration of 3D convolution. We can consider a video clip as
a stack of frames in the shape of C x T x H x W where C denotes the RGB
channels, T the number of frames in the video and H, W the height and width
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in pixels respectively. The input in this example shows a kernel containing
learnable parameters with dimensions 3 x 3 x 3 producing the weighted sum for
the output. The dimensions of the kernel is of the form depth x height x width.

Figure 3.6: Illustrates a residual 3D block

3D convolution blocks contain 2x convolutional layers with batch normaliz-
ation and ReLu, followed by a residual connection. Figure 3.6 illustrates this
structure.

2D Convolution Block 2D Convolution blocks are built the same way as
3D Convolution blocks. 3D convolution is applied with kernels of dimensions
1 x S x S, where S denotes the dimension used spatially. This is equivalent to
performing 2D convolution on each frame individually with the same kernel.

(2+1)D Convolution Block (2+1)D convolutional can be interpreted as
3D convolution broken into two separate steps. First, we use 3D convolution
with a kernel of dimensions 1 x S x S like in 2D convolution blocks. This is
followed by batch normalization and ReLu. Finally, a second 3D convolution
is performed using a kernel with dimensions T x 1 x 1, where T denotes the
temporal dimension. In other words, how many frames at each point. This
effectively doubles the number of ReLu activations.

Stem The stem is the first layer, R3D and MC3 use the same basic stem,
which is a 3D convolution followed by batch normalization and ReLu. This
outputs 64 channels using a kernel of size 3 x 7 x 7 and stride of 1 x 2 x 2. R
(2+1)D and SlowFast, the stem is different. For R (2+1)D, it is similar to the
basic stem, but use 2+1D convolution.
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Average pool Global average pooling is used after the last convolutional
block. This reduces a tensor of dimensions C x T x H x W to C x 1 x 1 x 1. For
R3D, MC3, and R (2+1)D, this results in 512 features that are fed into a linear
output layer. We can note that the dimensions of the feature tensor into the
global average pooling layer will change depending on the resolution or number
of frames, but this does not interfere with our output layer since we average the
values over time and space. This means that we can use arbitrary resolution or
number of input frames.

3.5.2 Models

Figure 3.7: Figure illustrates the basic architectures of the models used [16, 47].
Here,

⊕
represents elementwise sum, and

⊗
represents concatenation.

In Figure 3.7, we see four different models that meet our criteria. R3D and
MC3 all use 2x blocks for each layer, for a total of 4 convolutional layers per
layer. R (2+1)D Technically have 4 convolutional layers per block. The stem
contains for each R3D, and MC3 contains 1 single convolution-batch norm-ReLu
layer, while R (2+1)D and SlowFast use a (2+1)D convolution.

Overview of models
Model Parameters
R3D 33,168,324
MC3 11,492,292
Res (2+1)D 31,302,177
SlowFast 12,684,816

Table 3.7: Parameters for the different models

Table 3.7 shows the number of trainable parameter for each model. We see
that MC3 and SlowFast have about a third of the parameters in R (2+1)D and
R3D.

R3D R3D uses a stem with a single-layered 3D convolutional block with a
3 x 7 x 7 kernel and stride 1 x 2 x 2 followed by multiple two-layered blocks

26



with 3 x 3 x 3 kernels throughout the network before avg.pooling and the linear
output layer. This is a straightforward approach and enables the model to learn
spatio-temporal features.

R (2+1)D R (2+1)D use (2+1)D convolutional stem followed by multiple
two-layered 2+1D blocks, resulting in higher cost during training mainly due to
double the number of convolutions, batch norm, and ReLu when compared to
R3D. Tran et al. [47] argue that it may be easier to learn spatial features and
temporal features separately.

MC3 MixedConvolution 3D uses both 3D and 2D convolution blocks. It
should be noted that 2D convolution blocks are actually 3D convolutions, with
1 x S x S kernels. This model uses the basic stem as in R3D, followed by a layer
of two 3D convolutional blocks. After which three layers of 2x 2D convolutional
blocks are used before avg.pool and a linear output layer. The authors in Tran
et al. [47] note that the idea here is that it may be best to get temporal features
in the early layers, focusing on spatial features deeper in the network.

SlowFast We implement a model that is inspired by the state-of-the-art archi-
tecture for action recognition called SlowFast [16]. This builds upon the popular
idea of having multiple pathways, such as in Two-Stream networks [43]. The
main idea is to use one high-capacity ’slow’ pathway, which is focused on tem-
porally low-resolution spatial features, and a ’fast’ low capacity pathway which
focus on temporally high-resolution features. The number of channels between
each pathway is related by a factor β. Here we use 1/8 as in the original version.
Temporally, the pathways are related via a factor α, where the temporal stride
of the stem for the slow pathway is defined as αT x H x W, with T x H x W
being the stride for the slow pathway. We use alpha = 8, resulting in 8 times
more frames in the fast pathway. We illustrate the architecture in Figure 3.7.
First, we take inputs of size C x 64 x 224 x 224, which we input into each sep-
arate 3D stem. The slow pathway uses a kernel with dimensions 1 x 7 x 7 and
a stride of 16 x 2 x 2 for dimensions T x H x W denoting frames, height, and
width, respectively. This effectively downsamples from 64 frames to 4 frames
in the slow pathway stem. The fast pathway uses a kernel of 5 x 7 x 7 for the
stem with a stride of 2 x 2 x 2. We now have two separate streams with a
temporal dimension of 4 and 32. Next, we use layers with one 2+1D block for
each pathway. After each block, we fuse information from the fast pathway to
the slow pathway. We do this by summation. Since the dimensions are incorrect
throughout the network, we 3D average pool outputs from the fast pathway to
fit the temporal dimension of the slow pathway. Next, we average across feature
channels, after which we inflate the result to fit the slow pathway. Finally, we
avg. Pool both pathways and concatenate the results which we feed into our
linear output layer.

3.5.3 Implementation

We implement using Cuda 10.1 python 3.6.9 with PyTorch 1.3.1 and torchvision
0.4.2. For evaluation metrics, sklearn was used, while NumPy and Pandas were
used when appropriate. The development was mainly done locally on a PC
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with 16gb RAM and a GTX 2080Ti. The code is available on GitHub when
requested.

Pytorch

PyTorch is an open-source machine learning framework that has tools for a vari-
ety of situations in data analysis. Both higher-level problems that are common
such as creating dataset loaders or simple pre-processing steps are available,
and lower-level computations using PyTorch Tensors, which is their version of
n-dimensional arrays. The main reason to use PyTorch is that it is optimized
towards single or multi-GPU systems. Torchvision is a PyTorch package that
contains datasets, models, transformations, and more with a focus on vision
tasks such as image or video classification or detection.

Nvidia Automatic-Mixed-Precision

Nvidia Apex 0.1 is a PyTorch extension that supports Automatic-Mixed
-Precision (AMP). During a forward and backward pass of a batch, the GPU
has to hold large amounts of data, which means that with video, we can quickly
get limited by GPU-memory. By default, weights, activation values, gradients
are typically stored as Floating Point 32 (FP32). While it is possible to use
FP16, which will effectively half the GPU-memory requirements and result in
fewer computations, it can cause problems with numerical stability and end up
hurting accuracy. AMP [38] will use both FP32 and FP16 where appropriate,
with some added tricks to help numerical stability. The result is a cheaper way
to train models, which enables us to use larger batch sizes or inputs in general
during training.

DGX-2

DGX-2 is a deep learning system that was used for training and testing in this
thesis. It holds 16 Nvidia Tesla V100 GPU’s with 512GB GPU memory total. It
also has 1.5TB system memory, which can be helpful when first loading batches.
With a single video clip holding 128 frames, 3 x 128 x 112 x 112, R (2+1)D
required about 5GB GPU memory during training. With AMP, this is reduced
to about 3.3 GB. Results can suffer if the batch size is too small during training,
hence the need for GPU memory. Noteworthy, we need about triple the amount
when we increase our resolution to 224 x 224. Since R (2+1)D holds double
the number of activations, it has higher memory requirements than R3D and
MC3. For 224 x 224 resolution at 128 frames with AMP, R3D, and MC3 require
about 4GB and 4.8 GB, respectively. During training, multiple GPUs are used
to work in parallel, where batches are equally distributed across GPUs.

3.6 Evaluation of Models: Definition of metrics

When we create a model, it is essential to ask the simple, yet sometimes tricky
question, how good is our model? The correct way to evaluate a model is case
dependant. Often, there are different costs for different errors. For example,
a self-driving car incorrectly predicting a human as the road can have dire
consequences and may lead to a tragic accident, while Netflix’s recommendation
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model incorrectly predicting the viewer’s taste in movies will hopefully only lead
to mild annoyance.

To properly evaluate a model, we need metrics that we can interpret relative
to the specific case at hand.

A multi-class classification problem can be interpreted as a one-vs-all binary
classification for each class in which true positive (TP) is when a model predicts
the correct class, a false positive (FP) is when a classes are incorrectly predicted,
a true negative (TN) when a class is correctly rejected, and a false negative (FN),
where a class was incorrectly rejected.

Accuracy =
NCorrect
NTotal

(3.1)

Where NTotal is the total number of samples, and NCorrect is the number of cor-
rectly predicted samples. Accuracy is a simple yet effective metric to use. High
accuracy will often indicate a good result. However, it can often be misleading.

Precision =
TP

TP + FP
(3.2)

A precision score holds a value between 0 and 1, where 1 would be considered
the best results. If we have at least 1 correct prediction, precision will go to 1
as FP goes to 0. Therefore, if we are interested in how valuable our predictions
are for a particular class, precision may be a useful metric.

Recall =
TP

TP + FN
(3.3)

Recall is another metric, where we focus on true positives and false negatives.
Similar to precision, the score will land between 0 and 1, where higher is better.
As the number of false negatives goes to 0, we see that recall goes to 1 under
the assumption of at least 1 true positive. Therefore, it does not directly matter
if we have multiple false positives. If we always predict a class as positive, we
will get a recall of 1 for that class, which means that we will never incorrectly
predict a negative for that specific class. We should note, however, that this
will likely result in many false positives and a poor precision score.

F1 = 2 ∗ Precision ∗Recall
Precision+Recall

(3.4)

F1-score is the harmonic mean of precision and recall. It is a measure that
will typically land between the precision and recall scores, thereby punishing
significant differences.

Avg(S) =

∑C
i=1 Si
C

(3.5)

Si is the calculated precision,recall or F1-score where i denotes the i’th class
for i ∈ {1, 2, ..., C} for C classes.

Weighted Avg(S) =

∑C
i=1 Si ∗Ni
NTotal

(3.6)

Where Ni is the number of samples for the i’th class. To get an overall picture of
the different metrics, we average the scores across classes. One crucial factor is
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an imbalance in the dataset. Therefore, we calculate both average and weighted
average.

A common way to evaluate results in skewed data is through the precision-
recall (PR) curve, which is precision and recall calculated at different confidence
thresholds.

Average Precision(AP ) =
∑
n

(Rn −Rn−1)Pn (3.7)

Where Rn and Pn is the recall and precision at the n’th threshold. AP is related
to the precision-recall and can be calculated as the area under the curve. This
is useful as it reduces the PR-curve to a single comparable numeric value.

mean-Average-Precision =

∑C
i=1APi
C

(3.8)

Where APi is AP calculated for the i’th class for C classes, mean-average-
precision (mAp) is the mean AP calculated over all classes.

3.7 Model selection

This section describes the selection of both the model and parameters. We want
to find a model that works well for event detection. In section 3.7 we describe
several candidate models. Furthermore, we want to find the best parameters for
these models. Therefore, before attempting to detect events in the roughly 150
hours present in the validation and test set, we perform several experiments to
find the best model and configuration. First, we describe the different hyper-
parameters which are the same for most models and the effect these may have.
Next, we define different metrics that are used to evaluate the models. We show
the effectiveness of transfer learning by comparing the results of R3D, MC3, and
R (2+1)D with and without pretraining. The pretrained models are available
from PyTorch and have been trained using the Kinetics-400 dataset [31], while
the others were initialized with Kaiming He initialization [25]. Based on the
results, we continue with pretrained models and further investigate the effect
of both spatial resolution and temporally extended inputs. Reducing the input
dimensionality may be useful in practical applications, we test model perform-
ance with grayscale input which also may provide insight into whether or not
RGB colors are necessary for the model to classify correctly.

3.7.1 Hyperparameters

Hyperparameters are parameters that we set before training. The specific para-
meters change depending on methods use, but generally, one might argue that
for neural network optimization, the minimum needed is a learning rate. Ini-
tial tests during development showed similar results across models for different
learning rates, batch sizes, and the number of epochs. For our experiments in
this chapter, we use a learning schedule similar to Tran et al. [47] for finetuning
with the same initial learning. We use SGD with 0.9 momentum and with an
initial learning rate of 0.001, reducing it by a multiplicative factor of 0.1 every
10 epochs, as illustrated in Figure 3.8. , with a batch size of 64. We keep hy-
perparameters the same during experiments for comparability unless otherwise
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stated. A mini-batch size of 64 is used for all experiments in this section. For
comparison Tran et al. [47] use a minibatch-size of 32 while Feichtenhofer et
al. [16] use a minibatch size of 1024 when training on Kinetics-400 [31]. The use
of large minibatch can come with challenges both in terms of GPU memory and
performance [22, 32]. We, therefore, believe that 32 or 64 are both reasonable
choices for this case and move forward with 64. During our experiments, we save
both model weights, which results in the highest validation accuracy and the
result. We use the model parameters based on the highest validation accuracy
during all evaluations. This can be thought of as a simplified version of early
stopping.

0 10 20 30 40 50
Epoch

0.0000

0.0002

0.0004

0.0006

0.0008

0.0010

Le
ar

ni
ng

 ra
te

Learning rate schedule

Figure 3.8: Learning rate schedule used

3.7.2 Kinetics-400 pretrained models

Transfer learning has shown excellent results for generalization, as discussed
previously in Section 2.5.7. Parameters for R3D, R (2+1)D, and MC3 are
available pretrained on Kinetics-400 through PyTorch. The models were trained
with 16 frame inputs at 112x112. The models are trained on the Kinetics-
400 [31], a sizeable popular action recognition dataset with 400 classes. Kinetics-
400 holds a variety of classes, such as, with varying degrees of similarity to
soccer. For example, ’Crying ’,’Eating carrots’ and ’Assembling computer ’ are
included. There are 25 classes that contain ball sports, with ’Shooting goal
(soccer)’ and ’Kicking soccer ball ’ having 444,544 samples, respectively. For
the three models, we replace the last fully connected layer to the output to fit
our 4 classes and finetune with hyperparameters mentioned in Section 3.7.1. In
these experiments, we use 16 frames as inputs with a spatially resized input to
112 x 199 and cropped at 112 x 112. For finetuning, the cropping is randomly
selected, while the center crop is used during the evaluation of the validation
set. What we observe is that pretrained models consistently outperform training
from scratch.
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Figure 3.9: Accuracy and loss for each model.

In Figure 3.9 we see similar results across models. One difference we see
is that for R3D non-pretrained, the accuracy and loss between validation and
training evaluation seem to diverge. At the same time, for R (2+1)D and
MC3, this effect is not as prominent. For all pretrained models, we observe
that accuracy and the loss for keeps increasing by about 10 % while validation
accuracy and loss reaches a plateau. This can indicate overfitting and is stopped
by the learning schedule.

Pretrained vs from scratch validation
Model Class Precision Recall F1-score

R (2+1)D NP

Card 0.583 0.523 0.551
Substitution 0.783 0.512 0.619
Goal 0.884 0.514 0.650
Background 0.522 0.836 0.643

R3D NP

Card 0.775 0.566 0.654
Substitution 0.691 0.870 0.770
Goal 0.856 0.770 0.811
Background 0.681 0.678 0.679

MC3 NP

Card 0.715 0.601 0.653
Substitution 0.712 0.836 0.769
Goal 0.801 0.860 0.829
Background 0.706 0.638 0.671

R (2+1)D

Card 0.744 0.770 0.757
Substitution 0.851 0.804 0.827
Goal 0.881 0.913 0.897
Background 0.766 0.770 0.768

R3D

Card 0.811 0.793 0.802
Substitution 0.837 0.870 0.853
Goal 0.858 0.952 0.903
Background 0.812 0.745 0.777

MC3

Card 0.825 0.808 0.816
Substitution 0.867 0.890 0.878
Goal 0.869 0.916 0.892
Background 0.802 0.769 0.785

Table 3.8: Per-class precision, recall and F1-score. Higher is better, best result
per class in bold. Both models are trained using 16 frame inputs.
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Kinetics-400 pretrained vs from scratch on validation set
Model Avg. method Precision Recall F1-score Accuracy (%)

R (2+1)D NP
Unweighted 0.693 0.596 0.616 62.051
Weighted 0.675 0.621 0.619 —

R3D NP
Unweighted 0.751 0.721 0.729 72.718
Weighted 0.735 0.727 0.724 —

MC3 NP
Unweighted 0.733 0.734 0.730 72.821
Weighted 0.727 0.728 0.724 —

R (2+1)D
Unweighted 0.810 0.814 0.812 80.615
Weighted 0.807 0.806 0.806 —

R3D
Unweighted 0.830 0.840 0.834 82.872
Weighted 0.827 0.829 0.827 —

MC3
Unweighted 0.841 0.846 0.843 83.846
Weighted 0.837 0.838 0.838 —

Table 3.9: Weighted and unweighted precision, recall and F1-score. Higher is
better, best result per metric in bold. Both models are trained using 16 frame
inputs.

First, we are interested in any significant disparities between classes for each
metric. Next, we look at the relationship between precision and recall, and
finally, how does pretraining compare to training from scratch. We make the
following observations in table Table 3.8. R (2+1)D NP has the highest ’Goal ’
precision, but also the lowest score for ’textitCard’ and ’Background ’ classes.
Noteworthy, the event ’Goal ’ has 0.884 precision and 0.514 recall, which tells
us that the model has many false negatives, effectively missing out on many
goals while having some success on samples predicted positive. For background,
the opposite happens, high recall and low precision, which means that there are
many false positives for ’Background ’. The other models trained from scratch
seem to achieve more balanced scores. In Table 3.9, we see that the pretrained
models achieve better results, with the best results from MC3 landing at 83.8%
accuracy compared to its from-scratch counterpart at 72.8% accuracy. Based on
these results, we conclude that pretrained models generalize better to this task.
Therefore we move forward to our other experiments using pretrained models
unless otherwise stated.

3.7.3 Effect of different temporal inputs

How long should the temporal interval be for the input of action recognition
models? There are no widely accepted answers to this question at the time
of writing. In Tran et al. [47], they find that accuracy peaks at 32 frames.
Our videos are all at 25fps, which means that 32 frames are 1.28s of video. In
order to find the best suited temporal input-size for soccer, we train and test
our models with 8,16,32,64 and 128 frames. We stop at 128 frames due to the
increasingly high requirements for GPU-memory. We use pretrained models due
to the results in Section 3.7.2.
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Figure 3.10: Accuracy and loss during training on training set

In Figure 3.10, we can see that during training, accuracy and loss are similar
for all models. It seems that when we increase our frames, we also converge to
lower accuracy and higher loss. This may indicate that it performs worse, but
it could also indicate that the model is less prone to overfitting.
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Figure 3.11: Accuracy and loss during training on validation set

In Figure 3.11, we see that validation accuracy for all models improves with
more frames. It seems that the model reaches a plateau in training after about
10-15 epochs. We should note the difference seems to peak at around 128 frames.
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Results based on number of frames as input
Model Class Precision Recall F1-score

R (2+1)D 8f

Card 0.700 0.795 0.745
Substitution 0.854 0.769 0.809
Goal 0.887 0.840 0.863
Background 0.741 0.766 0.753

R (2+1)D 16f

Card 0.744 0.770 0.757
Substitution 0.851 0.804 0.827
Goal 0.881 0.913 0.897
Background 0.766 0.770 0.768

R (2+1)D 32f

Card 0.742 0.874 0.803
Substitution 0.888 0.849 0.868
Goal 0.896 0.947 0.921
Background 0.853 0.766 0.807

R (2+1)D 64f

Card 0.815 0.859 0.836
Substitution 0.914 0.815 0.862
Goal 0.940 0.885 0.912
Background 0.785 0.860 0.821

R (2+1)D 128f

Card 0.768 0.909 0.832
Substitution 0.938 0.810 0.869
Goal 0.928 0.907 0.918
Background 0.826 0.841 0.833

Table 3.10: Accuracy, precision, recall and F1-score per class for R (2+1)D
pretrained on Kinetics-400 with different number of consecutive frames as input

Results based on number of frames as input
Model Class Precision Recall F1-score

R3D 8f

Card 0.789 0.758 0.773
Substitution 0.827 0.852 0.840
Goal 0.856 0.916 0.885
Background 0.772 0.741 0.756

R3D 16f

Card 0.811 0.793 0.802
Substitution 0.837 0.870 0.853
Goal 0.858 0.952 0.903
Background 0.812 0.745 0.777

R3D 32f

Card 0.836 0.823 0.830
Substitution 0.861 0.915 0.887
Goal 0.894 0.947 0.920
Background 0.838 0.772 0.804

R3D 64f

Card 0.903 0.846 0.874
Substitution 0.873 0.920 0.896
Goal 0.893 0.963 0.927
Background 0.856 0.811 0.833

R3D 128f

Card 0.917 0.838 0.876
Substitution 0.880 0.916 0.898
Goal 0.912 0.955 0.933
Background 0.852 0.844 0.848

Table 3.11: Accuracy, precision, recall and F1-score per class for R3D pretrained
on Kinetics-400 with different number of consecutive frames as input
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Results based on number of frames as input
Model Class Precision Recall F1-score

MC3 8f

Card 0.817 0.755 0.785
Substitution 0.828 0.865 0.846
Goal 0.859 0.927 0.892
Background 0.777 0.748 0.762

MC3 16f

Card 0.825 0.808 0.816
Substitution 0.867 0.890 0.878
Goal 0.869 0.916 0.892
Background 0.802 0.769 0.785

MC3 32f

Card 0.881 0.806 0.842
Substitution 0.856 0.911 0.883
Goal 0.865 0.919 0.891
Background 0.819 0.788 0.803

MC3 64f

Card 0.860 0.871 0.866
Substitution 0.880 0.909 0.894
Goal 0.878 0.949 0.912
Background 0.847 0.777 0.811

MC3 128f

Card 0.869 0.871 0.870
Substitution 0.909 0.884 0.896
Goal 0.860 0.952 0.904
Background 0.840 0.808 0.824

Table 3.12: Accuracy, precision, recall and F1-score per class for MC3 pre-
trained on Kinetics-400 with different number of consecutive frames as input

Results based on number of frames as input
Model Avg. method Precision Recall F1-score Accuracy (%)

R (2+1)D 8f
Unweighted 0.796 0.792 0.792 78.615
Weighted 0.792 0.786 0.788 —

R (2+1)D 16f
Unweighted 0.810 0.814 0.812 80.615
Weighted 0.807 0.806 0.806 —

R (2+1)D 32f
Unweighted 0.845 0.859 0.850 84.462
Weighted 0.849 0.845 0.844 —

R (2+1)D 64f
Unweighted 0.864 0.855 0.858 85.128
Weighted 0.857 0.851 0.852 —

R (2+1)D 128f
Unweighted 0.865 0.867 0.863 85.795
Weighted 0.865 0.858 0.859 —

R3D 8f
Unweighted 0.811 0.817 0.813 80.821
Weighted 0.807 0.808 0.807 —

R3D 16f
Unweighted 0.830 0.840 0.834 82.872
Weighted 0.827 0.829 0.827 —

R3D 32f
Unweighted 0.857 0.864 0.860 85.538
Weighted 0.854 0.855 0.854 —

R3D 64f
Unweighted 0.881 0.885 0.882 87.744
Weighted 0.877 0.877 0.877 —

R3D 128f
Unweighted 0.890 0.889 0.889 88.410
Weighted 0.884 0.884 0.884 —

MC3 8f
Unweighted 0.820 0.824 0.821 81.59
Weighted 0.815 0.816 0.815 —

MC3 16f
Unweighted 0.841 0.846 0.843 83.846
Weighted 0.837 0.838 0.838 —

MC3 32f
Unweighted 0.855 0.856 0.855 85.077
Weighted 0.851 0.851 0.850 —

MC3 64f
Unweighted 0.866 0.877 0.871 86.564
Weighted 0.865 0.866 0.864 —

MC3 128f
Unweighted 0.869 0.879 0.874 86.923
Weighted 0.869 0.869 0.869 —

Table 3.13: Validation accuracy as well as weighted and unweighted average
precision, recall and F1-score. Higher is better, best result per class in bold.

In Tables 3.10-3.13, we see that the models generally seem to improve with
more frames. All models seem to greatly benefit from 8 frames to 16 frames
with about 2% improvement in accuracy. The same jump is seen from 16 frames
to 32 frames, with about 3% improvement for R (2+1)D and R3D. 64 frames
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perform better, but interestingly, it seems that R (2+1)D does not improve
as much with more frames when compared to R3D and MC3. With almost
8% higher validation accuracy from 8 frames to 128 frames, it seems that R3D
scales best with a longer temporal window. At 128 frames with 25fps, we have
a 5.12-second input. As we increase our window, we will likely have too much
irrelevant information. Intuitively, around 5 seconds seems reasonable for a
human annotator to understand what event was present, at 20-30-40 seconds
however, there may be many other events present, which makes it less discern-
ible. During validation, we use the same number of frames as the model was
trained on. It may be that a larger window during validation is simply an easier
task for the model. Therefore, we briefly test R3D trained on 64 frames on a
128 frame validation set, and R3D trained on 128 frames on 64 frames.

Models evaluated with different input size than during training
Model Avg. method Precision Recall F1-score Accuracy (%)

R3D 64f
Unweighted 0.880 0.877 0.878 87.3
Weighted 0.874 0.873 0.873 —

R3D 128f
Unweighted 0.874 0.863 0.868 86.3
Weighted 0.865 0.863 0.864 —

Table 3.14: Results for models trained on 64 and 128 frames when tested with
128 and 64 frames respectively.

In Table 3.14, we can observe that both models have a drop in performance.
However, the 64 frame version is less negatively impacted. R3D 128f drops
more than 2% in validation accuracy. It may be that a higher number of frames
makes training more stable. Intuitively, we can say that it makes sense for the
model to perform worse with smaller inputs. We conclude that the 128f version
performs the best overall, and is, therefore, the best choice for our final tests.

3.7.4 Reduced input

There are many benefits with data reduction, such as storage and possibly
computation depending on the application. Here, we test our model capabilities
with regard to reduced inputs. When reducing RGB to gray-scale, we remove
two-thirds of the information. We use the same models, but alter the stem layer
such that it takes single-channel video, the models are not pretrained. We use
16 frame inputs for all models at 112 x 112 resolution.
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Figure 3.12: Accuracy and loss for gray input frames for training and validation
set. Models are trained on 16 frames
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We can see that training seems a bit unstable during training. For the
first 20 epochs, there are several moments where validation accuracy and loss
suddenly jumps. It may be that the learning rate is too high during the initial
epochs for this case. Interestingly, R (2+1)D seems to be much more stable
when compared to R3D and MC3. It is not clear why this is the case, and we
can only speculate. If we look back at Figure 3.9 in Section 3.7.2, we see some
similarities with more stable results through training comparatively.

Results of gray-scale input
Model Class Precision Recall F1-score

R (2+1)D + Gray

Card 0.681 0.538 0.601
Substitution 0.676 0.779 0.724
Goal 0.721 0.843 0.777
Background 0.670 0.604 0.635

R3D + Gray

Card 0.677 0.614 0.644
Substitution 0.705 0.794 0.746
Goal 0.812 0.888 0.848
Background 0.705 0.631 0.666

MC3 + Gray

Card 0.675 0.624 0.648
Substitution 0.704 0.767 0.734
Goal 0.765 0.888 0.822
Background 0.692 0.608 0.648

Table 3.15: Results per class for models trained on gray-scale inputs

Results of gray-scale input
Model Avg. method Precision Recall F1-score Accuracy (%)

R (2+1)D + Gray
Unweighted 0.687 0.691 0.684 68.462
Weighted 0.683 0.685 0.680 —

R3D + Gray
Unweighted 0.725 0.731 0.726 72.103
Weighted 0.719 0.721 0.718 —

MC3 + Gray
Unweighted 0.709 0.722 0.713 70.821
Weighted 0.706 0.708 0.705 —

Table 3.16: Results average over all for models trained on gray-scale inputs

If we compare results in Table 3.15 and Table 3.16 to the results on non-
pretrained models in Section 3.7.2 we can note that the difference is small. R
(2+1)D performed worse on RGB inputs when trained from scratch, with only
about 62% validation accuracy. Overall we still get slightly worse results with
a drop of about 0.6% in validation accuracy for R3D and a drop of about 2.8%
validation accuracy for MC3. However, these results indicate that color is not
a necessity for this kind of classification task.

3.7.5 SlowFast results

SlowFast is a state-of-the-art model, noticeably winning the AVA challenge
2019 [23], which is a benchmark for spatio-temporal action detection. The
architecture is described in Section 3.5. Here, we test the model at 224 x 224
with 64 frame inputs using two different learning rate schedules. First, we test
the model using the same parameters as described in Section 3.7.1. An initial
learning rate of 0.001, divided by 10 every 10 epochs. Next, we use the learning
rate schedule used by the authors of SlowFast [16]. We use warm restarts as
described in [36].
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Figure 3.13: Figure shows accuracy and loss for SlowFast 2+1D

In Figure 3.13, we see that the model struggles to improve both on the
training set and validation set after 10 epochs. It may be that the model requires
a higher learning rate in order to converge appropriately. We, therefore, train
the model with warm restarts for 100 epochs.
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Figure 3.14: Learning rate schedule with warm restarts

In Figure 3.14, we see the learning rate schedule used for training during 100
epochs. We set the initial learning rate to 0.01, with a minimum learning rate
of 0.00001.
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Figure 3.15: Accuracy and loss for training and validation set when using warm
restarts

During training, we can observe that the model starts overfitting and reaches
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a limit at about 77%. It seems that the model is unable to improve past this
point. This may be due to limited data, or the model not responding well to
the implementation.

Results based on number of frames as input
Model Class Precision Recall F1-score

SlowFast warm

Card 0.739 0.687 0.712
Substitution 0.777 0.829 0.802
Goal 0.842 0.916 0.878
Background 0.750 0.701 0.725

SlowFast warm

Card 0.638 0.609 0.623
Substitution 0.693 0.744 0.718
Goal 0.756 0.809 0.782
Background 0.670 0.619 0.644

Table 3.17: Per class metrics for SlowFast 2+1D trained using two different
learning rate schedules

Results for SlowFast 2+1D
Model Avg. method Precision Recall F1-score Accuracy (%)

SlowFast warm
Unweighted 0.777 0.783 0.779 77.436
Weighted 0.772 0.774 0.772 —

SlowFast
Unweighted 0.689 0.695 0.691 68.769
Weighted 0.686 0.688 0.686 —

Table 3.18: Average scores weighted and unweighted for SlowFast 2+1D trained
with two different learning rate schedules.

In Table 3.17, we see that the results seem balanced for both cases. The
use of warm restarts achieved better performance across all evaluation metrics.
Table 3.18 shows us more clearly that we achieve an added 9% when we use
warm restarts and save the model with the highest validation accuracy. In
Section 3.7.2, we saw the best performance by non-pretrained models from MC3
with a validation accuracy of 72.821%, compared to 77.436% here. However,
these results are not comparable due to different inputs in time and space. In
Section 3.7.3 we show how much this can impact the results. We conclude that
the learning rate schedule can significantly impact results, but that in the end,
we should move forward using pretrained models.

3.7.6 Input resolution

This section investigates the effect of different input resolutions. We use 32
frame inputs due to the high GPU-memory requirement when increasing res-
olution. Increasing the resolution will intuitively improve finer-grained details
such as the soccer ball, or body movement and human annotators may perform
better. For action recognition, it is not clear to what extent the input resolution
will affect results. We test each model at 224 x 224 resolution against its 112 x
112 resolution counterpart.
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Figure 3.16: Accuracy and cross entropy loss during training

In Figure 3.16 there are similar results across all models. The models trained
on higher resolution does not seem to be as prone to overfitting as models trained
on a lower resolution. There is no noticeable difference in validation accuracy or
loss during training, and it may be the case that with different hyperparameters
during training, the higher resolution model performs better.

Results based on number of frames as input
Model Class Precision Recall F1-score

R (2+1)D 112x112

Card 0.742 0.874 0.803
Substitution 0.888 0.849 0.868
Goal 0.896 0.947 0.921
Background 0.853 0.766 0.807

R (2+1)D 224x224

Card 0.781 0.838 0.809
Substitution 0.886 0.872 0.879
Goal 0.872 0.972 0.919
Background 0.849 0.767 0.806

R3D 112x112

Card 0.836 0.823 0.830
Substitution 0.861 0.915 0.887
Goal 0.894 0.947 0.920
Background 0.838 0.772 0.804

R3D 224x224

Card 0.860 0.808 0.833
Substitution 0.846 0.907 0.876
Goal 0.869 0.947 0.923
Background 0.834 0.788 0.810

MC3 112x112

Card 0.881 0.806 0.842
Substitution 0.856 0.911 0.883
Goal 0.865 0.919 0.891
Background 0.819 0.788 0.803

MC3 224x224

Card 0.873 0.795 0.832
Substitution 0.863 0.875 0.869
Goal 0.858 0.966 0.909
Background 0.817 0.794 0.805

Table 3.19: Comparison of results for 112 vs 224 resolution
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Results based on number of frames as input
Model Avg. method Precision Recall F1-score Accuracy (%)

R (2+1)D 112x112
Unweighted 0.845 0.859 0.850 84.462
Weighted 0.849 0.845 0.844 —

R (2+1)D 224x224
Unweighted 0.847 0.862 0.853 84.923
Weighted 0.850 0.849 0.848 —

R3D 112x112
Unweighted 0.857 0.864 0.860 85.538
Weighted 0.854 0.855 0.854 —

R3D 224x224
Unweighted 0.860 0.862 0.861 85.538
Weighted 0.855 0.855 0.854 —

MC3 112x112
Unweighted 0.855 0.856 0.855 85.077
Weighted 0.851 0.851 0.850 —

MC3 224x224
Unweighted 0.853 0.858 0.854 84.923
Weighted 0.849 0.849 0.848 —

Table 3.20: Average results weighted and unweighted for 112 vs 224 resolution

In Tables 3.19 and 3.20, we can see just how close the results are. The
cost of using higher resolution both in computation time and GPU-memory
requirements is great. For R (2+1)D, we need about 3 times the amount of
GPU-memory. This may be less prone to overfitting and worth pursuing more.
However, there is a trade-off between the number of frames and resolution. We,
therefore, conclude that the number of frames up to a certain point is the better
choice.

3.8 Summary

In this chapter, we first describe the dataset we use and how we use it. Next, we
define the different metrics that are used in order to choose the best perform-
ing models. We describe the architecture used by R3D, R (2+1)D, MC3, and
SlowFast and hyperparameters that we use during training. We investigate the
effect of transfer learning by testing pretrained models with and without weights
based on Kinetics-400 training. We show that using gray-scale inputs has a re-
latively small effect on performance when compared to non-pretrained models.
As one of the steps towards finding the most suitable model, we test SlowFast
2+1D using two different learning rate schedules and find that while training
seems unstable and prone to overfitting, an improvement of 9% is observed when
using warm restarts. To decide spatially and temporal inputs best suited for
our task of event detection in soccer, we evaluate models at inputs ranging from
8 frames to 128 frames, concluding that 128 frames perform best and that R3D
seemingly scales better with more frames. Another critical parameter to choose
is the input resolution. We test R3D, MC3, and R (2+1)D with both 112x112
and 224x224 and a negligible difference in results. We do, however, observe that
higher resolution does not seem to perform as well on training data when com-
pared to a lower resolution, possibly indicating less chance of overfitting. We
conclude, however, that due to the high cost of using a higher resolution, our
best choice is the move forward with R3D using 128 frames as input at 112 x
112 spatial resolution. In the next chapter, we move forward with R3D trained
on 128 frames at 112 x 112 resolution. We further test the model on the full
dataset for event spotting using a sliding window approach.
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Chapter 4

Results

4.1 Introduction

In Chapter 3, we experimentally found that using pretrained models performed
better than training from scratch. Further, we showed that the resolution did
not significantly change the results. However, the temporal extent of the input
provided a significant boost to validation results, ultimately leading us to choose
the model R3D with 128 frame inputs for further tests.

In this chapter, we analyze the model R3D using 128 frame inputs using mul-
tiple different approaches. We investigate the behavior of R3D for each different
event by looking at the model response with a sliding window approach locally
around events. To better understand what the model responds to, we investig-
ate the features which the model used for classification. Next, we look at the
results for the test set and validation set in untrimmed SoccerNet clips. Finally,
we test cross-dataset generalization by using 617 clips from Norwegian Eliteser-
ien and Swedish Allsvenskan, where 533 contained goals and 84 contained goal
attempts.

4.2 Datasets

Here, we use SoccerNet [19] as in Section 3.7 to investigate our model behavior.
We also evaluate how well the model performs on the full untrimmed videos in
the validation set and test set. Additionally, we downloaded 617 clips from the
Norwegian Eliteserien and the Swedish Allsvenskan. 317 clips from Swedish All-
svenskan, where 233 contain goals and 84 that contains goal attempts. We also
have 300 clips from Norwegian Eliteserien, which contains goals. In Table 4.1,
we see the distribution of goals and goal attempts for the different datasets. All
clips are in the same format where the events ’Goal ’, and ’Attempted Goal ’ hap-
pen at roughly 25 seconds. Here, we think of a Goal as happening the moment
the ball crosses the goal-line. After manually inspecting parts of the data, we
see that the goal generally happens close to 25 seconds as expected, while some
samples have the goal prior at 21 seconds, and some as late as at 30 seconds.
Based on that, we assume that the goal lies within 20 and 30 seconds into the
clip. Furthermore, we observe that the samples contain multiple replays in 25-50
seconds after the events.
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Dataset N
Goal Allsvenskan 233
Goal Eliteserien 300
Goal attempt Allsvenskan 84
Total 617

Table 4.1: Dataset statistics for Allsvenskan and Eliteserien clips

4.3 Behaviour of model R3D

This section investigates the behavior of R3D. First, we look at sliding-window
and how we can use this to predict full videos. Next, we experiment to both
understand how R3D reacts to temporal shifts in input as well as to help decide
hyperparameters for our sliding window approach. Next, we look at how our
models behave in a longer time-window. We manually check the samples for
goals to look for replays after the goal. Finally, we look at the class-activation
tubes (CAT), which is a weighted sum of the features before prediction. This
may give us indications of which part of the input is reacted to both spatially
and temporally.

4.3.1 Sliding window

To annotate events in full videos, we decide to use a sliding-window approach.
The sliding-window approach means that we ’slide’ our model over our inputs,
hence producing local predictions. This means that our model, which takes
inputs in the form of 3 x 128 x 112 x 112, predict for a given video, the frames
[0,128], followed by [0+s*n,128+s*n] where s is our stride and n is the n’th step.
It is not obvious what our stride should be. If we have the minimum stride
at 1 frame, our predictions significantly overlap and will be computationally
expensive. If our stride is too large, we will potentially ’slide’ past events and
fail to detect them. Furthermore, how accurate we can be with our annotations
is also be limited by our choice. Therefore, we experiment to understand better
how the model behaves with temporal shifts.

Figure 4.1: Illustration of sliding-window approach
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In Figure 4.1, we see an illustration of how the model would sample frames
throughout the video and pair timestamps with softmax predictions. Since we
have a temporal window of 5.12 seconds for each prediction sample, we define
the given timestamp as the temporal center of the sample.

4.3.2 How many frames are needed?

We are interested in finding out how our model behaves locally around events.
Furthermore, we want to find the correct stride. Therefore we perform the
following experiment. First, we randomly sample 8 correctly predicted event
samples from the validation set. Next, we pad the input with 130 zero frames
before, and after, hence, we now have a 3 x 386 x 112 x 112 tensor. Finally, we do
a sliding-window approach, where we use a stride of 1 frame, densely sampling
predictions. It may be that some classes have longer temporal windows of which
a correct prediction is made. We, therefore, use AUC for comparison between
classes.

Local behavior

We want to know:

1. How often must we sample our predictions to avoid missing events?

2. How much of an event must be seen by a model for a positive prediction?

3. Are there any differences depending on the event class?
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Figure 4.2: Softmax output for the event Card with a stride of 1 frame over 260
frames. Samples are correctly predicted validation samples. Red dotted line
shows the output prediction where
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Figure 4.3: Softmax output for the event Substitution with a stride of 1 frame
over 260 frames. Samples are correctly predicted validation samples. Red dotted
line shows the output prediction where
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Figure 4.4: Softmax output for the event Goal with a stride of 1 frame over 260
frames. Samples are correctly predicted validation samples. Red dotted line
shows the output prediction for the 128 frames of the event.
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Figure 4.5: Softmax output for the event Background with a stride of 1 frame
over 260 frames. Samples are correctly predicted validation samples. Red dotted
line shows the output prediction for the 128 frames of the event.

In Figures 4.2-4.5, we visualize the softmax output from our models for each
class. We have 386 frames in total, where 260 are zero-padded frames, meaning
that our initial 3 predictions are between [0,128], [1,129], [2,130] where all frames
are zero-padded frames. At 130, we have overlapped perfectly with our sample
in the interval of [130,258]. This is indicated with a red dotted line. Since
a natural stride to use for our final experiments is one second or 25 frames,
we visualize a 30 frame interval around the point at which we entirely overlap
with our sample. We can note that many classes can have more than 50% of its
input as zero-padded frames while still prediction correctly, albeit with a smaller
degree of confidence. We can see that as our model receive less zero frames and
more relevant frames, the prediction gets higher. ’Goal ’ generally seems to have
smaller AUC than both ’Substitution’ and ’Card ’ indicative that, for this class,
it is more important to have the full input. For our ’Background ’ class, we can
see that prediction performance is reduced with more data. We can see that
the model sees zero frames as ’Background ’, which is essential to know since
it will affect all other results. Since we use zero-padded frames that are not
representative of any real case, these results are not a perfect representation of
how the model reacts locally to an event. With that said, we have a controlled
environment where we get some insight into how robust our model is to change
in inputs. It is of particular interest that there are cases such as in Figure 4.3
where more than 50% of the input can be zero-padded frames while still resulting
in high confidence. This is indicative that the inputs generate high activation
values relative to the zero-frames. In conclusion, we show differences between
classes, which may indicate that ’Goal ’ is more reliant on particular information.
It may be that the model needs to see the actual goal, which does not overlap
at the beginning or end of this experiment. While we should be aware that this
experiment has bias due to zero-padded frames, we argue that it still indicates
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that a stride of 1 second is reasonable.

Model behaviour in larger temporal windows

To further investigate both local behavior and behavior in a more considerable
temporal extent, we conduct another experiment. We repeat the process of
finding samples that are correctly predicted in the validation set. We sample
25*128 frames where our event is in the center and zero-pad as in Section 4.3.2.
This adds up to 3200 frames + 260 zero frames. With 25fps, this means a total
of 128 + 10.4 seconds of zero frames. The temporal extent of our model is 128
frames or 5.12 seconds. With about 64 seconds before and after an event, we
are interested in the following:

1. How is the event ’Goal ’ affected by replays?

2. Is there noise in our signal?

3. Is there a difference between event classes?
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Figure 4.6: Densely sampled output prediction over 138.4 seconds around event
’Card ’. Red dotted line represents the temporal anchor of the event.

48



0 20 40 60 80 100 120 140
0.0

0.2

0.4

0.6

0.8

1.0

Su
bs

tit
ut

io
n 

pr
ed

ict
io

n

1

0 20 40 60 80 100 120 140

2

0 20 40 60 80 100 120 140

3

0 20 40 60 80 100 120 140

4

0 20 40 60 80 100 120 140
Time(seconds)

0.0

0.2

0.4

0.6

0.8

1.0
5

0 20 40 60 80 100 120 140
Time(seconds)

6

0 20 40 60 80 100 120 140
Time(seconds)

7

0 20 40 60 80 100 120 140
Time(seconds)

8

Substitution signal

Substitution prediction Event

Figure 4.7: Densely sampled output prediction over 138.4 seconds around event
’Substitution’. Red dotted line represents the temporal anchor of the event.
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Figure 4.8: Densely sampled output prediction over 138.4 seconds around event
’Goal ’. Red dotted line represents the temporal anchor of the event.
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Figure 4.9: Densely sampled output prediction over 138.4 seconds around event
’Background ’. Red dotted line represents the temporal anchor of the event.

Here, we note that locally around each event, the data represents a more
realistic case rather than zero-padded frames. We can see that the results are
consistent with our previous experiment in that we mostly see similar peaks
locally around each annotated event. Figure 4.6 shows the results for the event
’Card ’, and it is clear that there is noise present. Some preprocessing steps are
necessary for final predictions. We can apply a moving average filter, which
would average local samples and smooth the signal. Furthermore, using a high
threshold such as 0.9 or 0.95 can be used to remove the vast majority of false
positives. In Figure 4.7, we can see that even a high threshold would result in
many false positives. This may result in high recall and low precision for our full
dataset results. The samples in Figure 4.8 contain multiple replays of the goal
30-60 seconds after the annotated events. Most of these first occurs 40 seconds
after, with multiple angles shown. This seems to be reflected in some of the
results, in sample number 1, there is a clear replay at 40 seconds that is clearly
reflected in our results. For the background signals in Figure 4.9, the result is
noisy, while mostly keeping a high response. After when looking through the
sampled videos, we find that it dips consistently with changes in view and with
goal attempts. For example, in sample 8, there is a continuous close-up view on
coaches and benched players during 20-40 seconds. In sample 7, there is a goal
attempt at about 40 seconds. This leads us to believe that what the model has
learned to recognize as ’Background ’ are particular common views and that the
model is not necessarily robust to certain parts of the field. The consequence of
this would likely be many false positives.

4.3.3 Class activation tubes

What exactly did our model learn during training? To gain insight into what
our model reacts to temporally and spatially, we inspect the class activation

50



maps (CAM) for correct and wrong predictions. We follow the methodology
in Zhou et al. [59] in order to generate CAMs. The model R3D uses global
average pooling before an FC layer after 17 convolutional layers, as explained
in Section 3.5.

A tensor with shape C x T x H x W goes into the global average pool layer,
resulting in C in a C x 1 x 1 x 1 output. For R3D with 128 frames specifically,
we have a 512 x 16 x 7 x 7 tensor that is reduced to 512 x 1 x 1 x 1. These are
the 512 features that are used to compute the final scores, followed by softmax.
Let Fi denote the i’th feature channel for i ∈ {1, 2, 3, ..., N}. Then Sc is the
pre-softmax class score, computed as a weighted sum the following way:

Sc = Bc +

N∑
i=1

wciFi (4.1)

Where Bc is the bias term, and c denotes our four different classes ’Card ’,
’Substitution’,’Goal ’ and ’Background ’.

Fi is calculated as follows:

Fi =
1

K

∑
t,x,y

Vi(t, x, y) (4.2)

Vi holds our N feature volumes with K elements each, which in our case is
16 * 7 * 7 = 784, where t denotes our temporal dimension, and x,y our spatial
dimensions. Thereby:

Sc = Bc +

N∑
i=1

wci
1

K

∑
t,x,y

Vi(t, x, y)

= Bc +
1

K

∑
t,x,y

N∑
i=1

wciVi(t, x, y)

(4.3)

In Equation 4.3, we see the relationship between the pre-average pool feature
volumes and the weights and bias used to compute the class scores Sc. As in
Zhou et al. [59], we ignore the bias term moving forward as it has little impact
on the final results. We define a class feature tube (CAT) as a 3 dimensional
equivalent of class activation maps as follows:

Tc(t, x, y) =

N∑
i=1

wciVi(t, x, y) (4.4)

Going from Equation 4.4 to our class score Sc, we need to calculate the average
over all elements and add the bias term. Since this is the case, we may find
useful information both temporally and spatially that helps us gain insight into
what our model reacts to.
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Figure 4.10: Illustration of feature volumes Vi

Figure 4.11: Illustration of calculation of class activation tubes

Figure 4.10 illustrates where we get our feature volumes, and Figure 4.11
shows how we weight our feature volumes to generate our CAT’s. We use CAT’s
to understand spatio-temporal features by considering the spatial information
at time t. In order to get a comparison to our input, we interpolate our 7 x 7
maps in {Tc(t = 0, x, y), Tc(t = 1, x, y)...Tc(t = T, x, y)} using bicubic interpol-
ation. We also use the CAT’s to compute temporal signals to indicate where in
time, our model reacts. This is achieved by average pooling Tc across spatial
dimensions, resulting in a 1-dimensional signal. Due to the spatial relationship
of for the spatio-temporal class activation features at time t, we refer to them
as class activation maps. Furthermore, we refer to the 1-d the temporal signal
as ’class activation signal ’.

We investigate each class with the following method.

Sample collection

To analyze the results, we decide to use samples from the validation set used
during training. We evaluate both correctly predicted samples and wrongly
predicted samples. We are interested in results from a single 128 frame input as
well as the results as we get close to the annotated point in time. Therefore we
first randomly sample 4*128 frames from the validation set where the event lies
in the center at frame 256. Next, we get a subset containing correctly predicted
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samples by classifying locally in the frame interval [192,320] for each class. The
interval [192,320] contain the 128 frames that we used during evaluation in
Chapter 3.

Wrongly predicted samples While analysis of what the model reacts to
with correctly predicted samples, we might learn more by looking at wrongly
predicted samples. What went wrong? Are there obvious reasons as to why
a sample was misclassified? What can we learn from this? These are some
questions that we have when analyzing samples that misclassified.
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Figure 4.12: Confusion matrix for validation results using R3D with 128 frames

Figure 4.12 shows the confusion matrix for the validation results from Chapter 3
on model R3D with 128 frames. We can see in the confusion matrix that for the
events ’Card ’,’Goal ’ and ’Substitution’, most bad cases end with a wrong predic-
tion for the event ’Background ’. We also look at the cases where ’Background ’
is wrongly predicted as one of the other three classes. The event ’Background ’
was generated automatically through a method described in Section 3.2, and
may contain replays of goals or other events which we may see here.

Dense CAMs

We use both positive and negative samples and visualize the spatial information
within Tc. For each input, we sample frames with a stride of 8, starting at the
fourth frame. This makes for a total of 16 frames, corresponding to the number
of CAMs present in Tc when using 128 frame inputs. We compare these visually,
side by side. This may grant insight into the decision process of our model.

Local temporal signal

Since we use a sliding window approach with a temporal window size of 5.12
seconds, it is of particular interest to see how our class activation signals are
before and just after an event has occurred. Our experiment looks at how our
signal changes by a sliding window approach with a stride of 16. We plot the
results in order, with information on exactly where the event occurs, and what
the center frame of the current signal is.
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Temporal signal for large inputs

What happens when we increase our inputs to our model? Moreover, how is the
class activation signal locally during an event? By zero-padding our 512frames
both sides with 512, making for a total size of 512 + 512 * 2 = 1536 frames,
we experiment with 512 sized inputs to our model and use a sliding window
approach with a stride of 64. We plot our results in order where the annotated
event is perfectly centered in the interval of [512,1024] at frame 768.

Sparse CAMs

To supplement local temporal signal and temporal signal for large inputs, we
try to get insight into the spatial aspects as well. We slide our model across
each sample with inputs of 128 frames, using a stride of 16 frames. For each
location, we save the middle input image and the corresponding middle CAM
at Tc(8, x, y).

Results for event ’Card ’
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Figure 4.13: a) Frames during 128 frame input with a stride of 8, starting at the
fourth frame. b) Corresponding class activation maps, Tcard(t, x, y) visualized
for t ∈ {1, 2, 3, ..., 16}

In Figure 4.13, we see different view angles with the latter half containing a
referee showing the card and arguing with players. At corresponding CAMs in
b) 10 and 11, we see strong activations when the card is shown. In b) 15, we
also see a reaction, looking at the corresponding estimated input frame, it can
seem like the referee is in the process of pointing somewhere. This may indicate
that handwaving, in general, is something the model reacts to, perhaps with
the combined information of the referee’s unique clothing. While we cannot
make hard conclusions based on this, the model seemingly reacts to reasonable
information in this particular case.
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(a) Center frames
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(b) Center CAM
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(c) Class activation signal
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(d) Class activation signal with 512 frame input

Figure 4.14: Results from CAT’s spatio-temporally and temporally for the event
’Card ’. a) Center input frame between interval [s*n,28+s*n] of 512 frame sample
of event for the n’th sample. b) Corresponding center CAM Tcard(8, x, y) c)
Class activation signal. X-axis indicates the full 512 frame interval in feature
space d) Temporal class activation signal for zero-padded 512 frame inputs at
64 frame stride.
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In Figure 4.14a and Figure 4.14b, we see sparse CAMs calculated from 512-
frame inputs, where we use a stride of 16, and the first frame is the 64th frame.
Images and CAMs are in order, read row by row, from left to right. The sparse
CAMs are upsampled to 112x112 using bicubic interpolation. We can note
roughly how strong the activations are before and after the annotated event
itself in the sparse CAMs. We see some activations early, but it does not react
strongly until we see the referee. In Figure 4.14c, we see the class activation
signal as it approaches the event. Here, the x-axis represents the corresponding
time in feature space as the input over the full 512 frames, while the placement
of the signal shows where in time it has been calculated. Particularly interesting
is the position of the maximum value of the signal as it slides across the event
as we see that the reactions roughly match the time of the event. This property
could perhaps be used directly for temporally accurate predictions by mapping
the position back to input space, granting an estimated point within our 5.12-
second window.

In Figure 4.18d we see the class activation signal for 512-frame inputs. The
original 512 frames have been zero-padded with additional 512 frames on each
side, hence the larger temporal extent of the signal. Here, we use a stride of 64.
We observe that the class activation signal has low responses as expected during
the zero-padded frames. The signal seems equivariant in that the class activation
signal shifts corresponding to our shift in input, locally remaining similar in the
activated areas. This property could be used for temporal region proposal for
a given class by taking maximum value positions after using temporally large
inputs.

Results for event ’Substitution’
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(b) Class activation maps

Figure 4.15: a) Frames during 128 frame input with a stride of 8, starting at
the fourth frame. b) Corresponding class activation maps, Tsubstitution(t, x, y)
visualized for t ∈ {1, 2, 3, ..., 16}

In Figure 4.15, there seems to be a continuous reaction to the players. It
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is not very easy to precisely say what the response comes from. Possibly, the
reaction is based on close up shots of players. The audience here seems to cause
a locally low response to the class. While this is speculative, the results may
indicate that we should expect false positives for close up shots of players.
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(a) Center frames
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(b) Center class activation map
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(c) Class activation signal
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(d) Class activation signal with 512 frame input

Figure 4.16: Results from CAT’s spatio-temporally and temporally for event
’Substitution’. a) Center input frame between interval [s*n,128+s*n] of
512 frame sample for the n’th sample. b) Corresponding center CAM
Tsubstitution(8, x, y) c) Class activation signal. X-axis indicates the full 512 frame
interval in feature space d) Temporal class activation signal for zero-padded 512
frame inputs at 64 frame stride..
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In Figures 4.16a-4.16b, we can observe much of the same. An interesting
point is the last row in a) where we see responses dropping slowly as the player
turns around. Looking at the local temporal signal in Figure 4.16c, we mostly
see a relatively flat response. If we were to use this information to try to annotate
the event more accurately, it could prove difficult, indicating that this approach
might not work well with this class. The temporal signal for large inputs in
Figure 4.14d leads us to the same conclusion. The model seems to have been
unsuccessful in capturing the exact moment.

Results for event ’Goal ’
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(b) Class activation maps

Figure 4.17: a) Frames during 128 frame input with a stride of 8, starting at the
fourth frame. b) Corresponding class activation maps, Tgoal(t, x, y) visualized
for t ∈ {1, 2, 3, ..., 16}

Figures 4.17a-4.17b show our dense CAMs for the event ’Goal ’. The goal
occurs close to frame 60. We see strong reactions around that point, with a
focus on the left side. We hope that the model reacts when the goal crosses
the goal line. We should note, however, that while the ’Background ’ class may
contain some goal attempts, the model is not explicitly trained to separate goal
attempts and actual goals.
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(b) Center class activation map

0

10 64 80 96 112 128

0

10 144 160 176 192 208

0

10 224 240 256 272 288

0

10 304 320 336 352 368

0 10 20 30 40 50 60

0

10 384

0 10 20 30 40 50 60

400

0 10 20 30 40 50 60

416

0 10 20 30 40 50 60

432

0 10 20 30 40 50 60

448

(c) Class activation signal
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(d) Class activation signal with 512 frame input

Figure 4.18: Results from CAT’s spatio-temporally and temporally for the event
’Goal ’. a) Center input frame between interval [s*n,128+s*n] of 512 frame
sample for the n’th sample. b) Corresponding center CAM Tgoal(8, x, y). c)
Class activation signal. X-axis indicates the full 512 frame interval in feature
space d) Temporal class activation signal signal calculated with 512 frame inputs
at 64 frame stride.
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In Figures 4.18a-4.18b, we see our sparse CAMs, showing some response
long before the actual goal. As the view angle is switched to celebration by
the players, we see that there is a weak response. The class activation signal
in Figure 4.18c are interesting. It seems that the maximum value correctly
follows the actual goal. In this particular case, using this information to set the
temporal anchor accordingly would result in a more accurate estimate prediction
in time. Looking at the temporal signal for large inputs in Figure 4.18d further
shows that we get sharp peaks at the right moment.

Results for event ’Background ’
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(b) Class activation maps

Figure 4.19: a) Frames during 128 frame input with a stride of 8, starting at
the fourth frame. b) Corresponding class activation maps, Tbackground(t, x, y)
visualized for t ∈ {1, 2, 3, ..., 16}

The background class is special. Due to the imbalanced relationship in soccer
videos between specific events and background video, we use this class as a
means to stop false positives. Since it has been automatically annotated with
somewhat unpredictable content, it can be difficult to infer what the model
learns and reacts to. Figure 4.19 shows a relatively consistent response except
for the last few CAMs. The frames we see in Figure 4.19a is a common view
in soccer, and it would not be surprising if the majority of the background
samples hold similar views. Intuitively, it also makes sense that this is classified
as background since nothing special in particular seems to happen in this case.
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(b) Center class activation map
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(c) Class activation signal

5

0

5

10 frames: [0, 512] frames: [64, 576] frames: [128, 640] frames: [192, 704]

5

0

5

10 frames: [256, 768] frames: [320, 832] frames: [384, 896] frames: [448, 960]

5

0

5

10 frames: [512, 1024] frames: [576, 1088] frames: [640, 1152] frames: [704, 1216]

0 10 20 30 40 50
5

0

5

10 frames: [768, 1280]

0 10 20 30 40 50

frames: [832, 1344]

0 10 20 30 40 50

frames: [896, 1408]

0 10 20 30 40 50

frames: [960, 1472]

(d) Class activation signal with 512 frame input

Figure 4.20: Results from CAT’s spatio-temporally and temporally for the event
’Background. a) Center input frame between interval [s*n,128+s*n] of 512 frame
sample of event ’Background ’ for the n’th sample. b) Corresponding center class
activation maps Tbackground(8, x, y) c) Class activation signal. X-axis indicates
the full 512 frame interval in feature space d) Temporal class activation signal
signal calculated with 512 frame inputs at 64 frame stride.
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When we look at the results in Figures 4.20a-4.20b we can observe that the
model response is relatively even from a certain angle. However, the response is
much lower when the view is switched to appears to be a player-coach discussion.
Semantically, this part is similar to a substitution, which may be the reason for
the lowered response. From the class activation signals and temporal signals for
large inputs in Figures 4.20c-4.20d we see that with the exception of the player-
coach discussion, the signal response is relatively flat. Indeed, our intention
is not to annotate ’Background’ a specific point in time, large spikes or high
variance here would prove detrimental to our final results. We speculate that
the model may have learned certain view angles as the background class and
that it may be fooled if the broadcast changes to different views such as closeup
views of players.

In order to further understand the model, we look at dense CAMs for
samples where the model incorrectly predicted the wrong event. For events
’Card ’,’Substitution’, and ’Goal ’, we look at the input frames and the corres-
ponding CAMs for the correct class, which means that we can look for what the
model does not react to but should. For the special class ’Background ’, we look
at the input frames, along with the CAMs corresponding to the class that it in-
correctly predicted. Thus, meaning that we can attempt to see what the model
incorrectly reacted to. This may provide valuable insight that could help us in
multiple ways. We could find contextual similarities in the data or uncommon
views. The results may, for example, be used to target the annotation of new
data specifically.

Events misclassified as background
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(b) Class activation maps

Figure 4.21: Model mistakes event ’Card ’ as event ’Background ’, figure shows
samples from input clip alongside CAMs for event ’Card ’.

In Figure 4.21a, we do not see the referee hold the card up. What we
observe is that there seem to be some soft responses to the spatial location of
the referee. This may be an annotation that is slightly off, or that the card was
given during the change of view. Another cause may be the cropping that is
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used during data preprocessing. Looking at frames 76 and 84, we do not have
a good view of the right arm of the referee. While we cannot make conclusions
here, it may give cause to reevaluate the choice of center cropping from 112 x
199 resolution, perhaps a more generous width or a different choice for resizing
should be considered.
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(b) Class activation maps

Figure 4.22: Model mistakes event ’Substitution’ as event ’Background ’, figure
shows samples from input clip alongside features for event ’Substitution’.

In Figure 4.22, there seems to be a long-distance view of a substitution,
the scene looks similar to what expect most background samples to look like.
Intuitively it makes sense for this sample to be misclassified considering the
sample frames. This shows some limitations, as well. The model does not work
correctly in some instances where we do not have the expected information
within the inputs.
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(b) Class activation maps

Figure 4.23: Model mistakes event ’Goal ’ as event ’Background ’, figure shows
samples from input clip alongside features for event ’Goal ’.

Looking at the results in Figure 4.23, we see that the model hardly reacts.
The model incorrectly classified the sample as ’Background ’. We take note that
the goal seems to be a penalty, where the camera angle is somewhat unusual.
Based on this, we speculate that there are not enough different camera views
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for goals within the dataset, which would make it difficult for the model to be
invariant to a wide range of camera angles. Another factor might also be that
much of the scene is filled with audience members, which might be associated
with background samples.

Background misclassified

Considering the nature of our background samples as automatically annotated,
we expect a variety of different scenes within the dataset. We briefly investigate
background samples that were wrongly classified as another event. We pair the
CAMs with the input frames to see if we can better understand what the model
reacted to in this case.
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(b) Class activation maps

Figure 4.24: Model mistakes event ’Background ’ as event ’Card ’, figure shows
samples from input clip alongside features for event ’Card ’.

We can see that, for the most part, there is little response in Figure 4.24.
However, through frames 92-124, there are some reactions to the left side. Look-
ing closely at the input frames, we can see a player standing still with a barely
visible referee pointing. It may be that this is the reason, or it may be the
player’s stance.
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(b) Class activation maps

Figure 4.25: Model mistakes event ’Background ’ as event ’Substitution’, figure
shows samples from input clip alongside features for event ’Substitution’.
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(b) Class activation maps

Figure 4.26: Model mistakes event ’Background ’ as event ’Goal ’, figure shows
samples from input clip alongside features for event ’Goal ’.

In Figure 4.25, we see what appears to be a hurt player leaving the field.
Interestingly, this is semantically similar to a substitution. Figure 4.26 seems to
be a goal attempt triggering a false positive. This is interesting and increases
our expectation of false positives around goal attempts.

Summary

In Section 4.3, we investigated model behavior to understand strengths and
weaknesses better. Section 4.3.2 showed us that model response is different
depending on the class, and that we could have as much as 50% zero-padded
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frames as input while still get correct predictions. Furthermore, these results in-
dicated that a stride of 1 second is reasonable. We further investigated behavior
for larger temporal windows in Section 4.3.2, where we found that our model
produces noisy signals and seemingly reacts in multiple cases to contextually
similar scenes such as replays. To gain some insight into the spatio-temporal
features used for model prediction, we looked at both class activation maps and
class activation signals in Section 4.3.3. We find that while it remains unclear
whether the model learns the correct features, the results indicated that contex-
tually meaningful information results in a strong response. The class activation
signals showed varying results depending on the class. For classes ’Goal ’ and
’Card ’, the result showed potentially useful information for increasing accuracy
within the 5.12-second temporal window of the model. Further, we found that
misclassified samples seemed to be caused by different factors such as rare cam-
era angles, which could be resolved with more data. Another factor might be
bad cropping, which could be fixed by changing preprocessing steps.

4.4 Full video detection

To evaluate the model in a practical scenario, we use both test and validation
set from SoccerNet [19], which is discussed in detail in Section 3.2. With 200
untrimmed clips, each holding about 45 minutes each, the events are sparse. We
first slide our model R3D with 128 frame inputs at a stride of 1 s with a sliding
window approach, which results in about 550 thousand raw predictions for the
validation and test set each. Evaluating the 200 games took about 30 hours
to complete, roughly 9 minutes per game. Next, we pre-process each signal
separately and evaluate the results with respect to spotting tolerance δ.

4.4.1 Processing output prediction

Moving average filter

One tactic in action recognition during testing is to sample multiple clips and
average the predictions during testing [8, 47] for full video prediction. In our
case with 128 frame input, 5.12 seconds, the model process the same frames
multiple times due to our 1-second stride. We, therefore, apply a small moving
average filter of size 3, with a kernel containing [1/3, 1/3, 1/3]. The goal is too
smooth out the signal slightly to remove noise.

Figure 4.27: Illustration of moving average filter

Figure 4.27 illustrates how we apply the moving average filter. Here, we use
symmetric padding at the beginning and end of the input.
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Thresholding prediction

We are predicting at every second for 400 videos making for roughly 1080000
seconds. As seen in Section 4.3, we get noisy signals. In our validation set and
test set, we have 1314 and 1358 samples, respectively, which together represent
about 0.25% of our predictions made. To remove most of the noise, we threshold
the signals with a high threshold T.

Removing duplicates

To remove temporally close and high predictions, we use a window of size 10,
where we look for the time of the highest local prediction for a given class.
This effectively means that there will be no predictions within 5 seconds of each
other.

4.4.2 Spotting results

For spotting, we look at each class separative as a one-vs-all binary problem
and consider a positive prediction as a true positive if it is within a tolerance δ
of the ground truth event with higher confidence than our threshold. Formally,
we use the following condition:

|gtspot − pspot| < δ (4.5)

Where gtspot is a ground truth spot, and pspot a predicted spot in seconds.
For predictions where this is false, we consider it a false positive. If, for a given
gtspot, there are no predictions made where this condition holds, we consider it
a false negative.

We look at recall, precision, and F1 scores over different thresholds for low
tolerance of 2.5 seconds, consistent with our 5.12-second temporal window of
our model R3D. First, we visually inspect some results.
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Figure 4.28: Softmax confidence for each class over 45-minutes with ground
truth.

In Figure 4.29, we see the softmax confidence for each class separately for a
soccer half-game of 45 minutes. The background signal dominates most of the
time. However, the signals are noisy and include multiple high responses at the
wrong time.
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Figure 4.29: Prediction for each second after mean filtering, after thresholding.
Red dotted line shows ground truth for each class.

Figure 4.29 shows our final predictions. After applying a threshold of 0.9, we
see that we have removed most of the noise. For the event ’Card ’, we get a false
positive long after the event itself. Looking at both ’Substitution’ and ’Goal’,
we see that we get reasonable predictions close to the ground truth. However,
we also end up with multiple false positives that are entirely unrelated.
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Figure 4.30: Recall, precision and F1-score of validation set over different
thresholds using a tolerance δ = 2.5s
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Figure 4.31: Recall, precision and F1-score of test set over different thresholds
using a tolerance δ = 2.5s 71



Results for tolerance 2.5 on test set
Threshold 0.30 0.40 0.50 0.60 0.70 0.80 0.90 0.95
mAp 0.21 0.22 0.22 0.22 0.23 0.24 0.26 0.3
Card AP 0.32 0.33 0.33 0.33 0.33 0.35 0.41 0.48
Substitution AP 0.23 0.24 0.24 0.25 0.25 0.26 0.26 0.28
Goal AP 0.09 0.10 0.10 0.10 0.10 0.11 0.12 0.15
Card Precision 0.07 0.08 0.10 0.12 0.15 0.19 0.28 0.35
Substitution Precision 0.06 0.07 0.08 0.09 0.11 0.13 0.17 0.20
Goal Precision 0.04 0.04 0.04 0.05 0.05 0.06 0.08 0.10
Card Recall 0.94 0.91 0.86 0.81 0.75 0.67 0.54 0.42
Substitution Recall 0.98 0.97 0.96 0.94 0.92 0.89 0.81 0.69
Goal Recall 0.94 0.91 0.88 0.82 0.77 0.69 0.58 0.46
Card F1 0.12 0.15 0.17 0.21 0.25 0.30 0.37 0.38
Substitution F1 0.11 0.13 0.15 0.17 0.20 0.23 0.28 0.31
Goal F1 0.07 0.08 0.09 0.09 0.10 0.11 0.14 0.16
N pcard 11892 8060 5615 4016 2800 1896 1159 835
N pSubstitution 27208 21265 16945 13374 10360 7515 4598 2900
N pGoal 9706 8019 6735 5711 4737 3755 2555 1686

Table 4.4: Table with results on test set for mAp, AP, Precision, Recall, F1-score
and number of predictions made at each threshold

Figure 4.31 shows recall, precision and F1-Score over multiple thresholds.
To get what we believe are meaningful predictions, we use a low tolerance of
2.5 seconds. The event ’Goal ’ seems to perform the worst. We believe that this
is mainly due to two reasons. 1) Goal attempts can fool the model. 2) Replays
can fool the model. This means that while we may find a large percentage
of the events at a low threshold, as seen in Figure 4.31a, we end up with a
large number of false positives in the process. Results on the validation set in
Figure 4.30 shows similar results.

Tolerance Card AP Substitution AP Goal AP mAp
1 0.26 0.14 0.08 0.16
2 0.34 0.23 0.08 0.22
3 0.47 0.33 0.13 0.31
4 0.55 0.42 0.17 0.38
5 0.57 0.49 0.17 0.41

Table 4.2: Average-precision and mAp for classes on validation set

Tolerance Card AP Substitution AP Goal AP mAp
1 0.24 0.13 0.06 0.14
2 0.30 0.21 0.07 0.19
3 0.42 0.29 0.12 0.28
4 0.48 0.37 0.17 0.34
5 0.51 0.44 0.18 0.38

Table 4.3: Average-precision and mAp for classes on test set

In Table 4.2-4.3, we see the average-precision and mean-average-precision
for the validation and test set for tolerances 1 through 5.

In Table 4.4 we see the results for a tolerance δ of 2.5. We can see that we
reduce the number of samples drastically from the predicted 550 000, but that
our precision suffers.
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4.4.3 Comparison to baseline

We compare our results to the baseline in SoccerNet [19]. Starting at 5 seconds,
we calculate average precision after thresholding at 0.9, where any missed pre-
dictions use the original prediction at that point.
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Figure 4.32: mAp over different tolerances

The metric used is Average-mean-average-precision (Average-mAp), which
is calculated by the AUC as a percentage using the mAp for tolerances ranging
from 5-60. Giancola et al. [19] report an Average-mAp of 49.7% using 20-second
windows for their approach. We report 51.0% Average-mAp on the test set and
53.32% on the validation set for comparison. It should be noted, however, that
this metric is less suitable to our approach, as we believe that any improvement
after a tolerance of about 5 seconds is due to noise and likely not meaningful
predictions because of the temporal extent of our model. Figure 4.32 shows
results for both test and validation set. For a more appropriate comparison for
our model, we look at the result for the lowest reported tolerance. While not
directly reported, it is clear from the spotting results in Giancola et al. [19], that
mAp at the initial tolerance of 5 is less than 0.2. Our approach, reports 0.38
mAp on the test set, and 0.41 mAp on the validation set as seen in Tables 4.2-4.3.

4.5 Generalization to other datasets

Training a model on one particular dataset does not automatically mean that
the same model generalizes well to other datasets containing the same classes.
The dataset that we used for training was described in Section 3.2, and we noted
that we might indeed have some bias such as video filming techniques, audience,
video editing, and more. In this section, we try to evaluate how well our model
generalizes to soccer from different leagues. We use two different datasets from
Swedish and Norwegian leagues with clips ranging from 60-90 seconds long.
These clips contain a goal at 25 seconds, with an estimated annotation error
of ±5 seconds. We also know that roughly 40 seconds after the goal, we have
replays. First, we investigate the prediction signal for goals by using a sliding
window approach with a stride of 1 second. Next, we investigate whether or
not we can fool our model by performing the same tests on goal attempts in
the same format, with no actual goal. To measure performance, we evaluate
accuracy at different thresholds since we may get false positives when outside
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of 20-30 seconds, we evaluate the results when limited to the interval between
20-30 seconds, compared to results over the full clips.

4.5.1 Goals

We first look at our model response for the 233 samples in Allsvenskan and
300 samples in Eliteserien containing goals. First, we look at the prediction
signals over time for eight random samples containing goals. Since all samples
are similar in that the event occurs at the same temporal spot, we look at
the average prediction signal over all samples. Finally, we look at accuracy at
different thresholds.
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Figure 4.33: Goal prediction for randomly sampled clips from Allsvenskan
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Figure 4.34: Goal prediction for randomly sampled clips from Eliteserien
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Figures 4.33-4.34 show the softmax predicted score for the class ’Goal ’. We
mark the expected goal at 25 seconds, and the maximum prediction produced
by the model. We generally see a peak of around 25 seconds as expected.
Furthermore, the model seems to produce false positives 30-60 seconds after the
goal. This is consistent with replays, which highlights a limitation for our model
in that it can not inherently separate the actual goal from a replay. The results
of this imply that we can expect the model to produce false positives for most
goals, depending on factors such as replay speed and camera angle. It may be
appropriate to use this information by assuming that there are no overlapping
goals within a temporal window of length L centered at the max prediction.

0 10 20 30 40 50 60 70
Seconds

0.0

0.2

0.4

0.6

0.8

1.0

Av
g.

 g
oa

l p
re

di
ct

io
n

Average goal prediction
max: 23.56

(a) Swedish Allsvenskan
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Figure 4.35: Avg. Prediction from Norwegian Eliteserien clips and Swedish
Allsvenskan

In Figure 4.35 we see the average softmax prediction for ’Goal ’. We see that
there is a high response around 25 seconds in both datasets. Interestingly, we
get a higher response from Eliteserien clips. Some possible explanations for this
can be differences in production techniques. It may be that different camera
angles are used, or statistical differences in the position of goal shots or type of
goal. We can see what appears to be false positives from replays after the fact
at around 55 seconds. Further strengthening our belief that many replays are
caught.
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Figure 4.36: Results from Allsvenskan dataset containing goals for both full clip
and limited interval
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Figure 4.37: Results from Eliteserien dataset containing goals for both full clip
and limited interval

In Figures 4.36a-4.36b, we see the accuracy calculated by using different
thresholds for the temporal interval of [20,30] and the full clip respectively.
We see that the accuracy gradually gets worse as we increase our threshold.
Comparing the results between the short interval and full clip, we see about 10%
higher accuracy. This means that we are catching false positives, likely replays.
The results from the Eliteserien dataset shows similar results in Figures 4.37a-
4.37b. In the Eliteserien dataset, we see that as we increase our threshold, we
also increase the difference in accuracy when comparing the short interval and
full clip. Worth noting is the difference in accuracy between Allsvenskan and
Eliteserien, which further fuels our suspicions of differences between the datasets
as noted earlier.

4.5.2 Goal attempts

Is the model reacting to goals or scenes contextually similar, and can we fool
our model? To test this, we use 84 from Allsvenskan containing goal attempts.
These clips come in the same format, with the event ’Goal attempt ’ occurring at
25 seconds. We perform the same tests by looking at several random samples,
average prediction, and accuracy for goal predictions locally and globally. Some
clips may contain replays of the goal attempt, and we observe that it may
contain subsequent goals, or replays of earlier goals as well.
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Figure 4.38: Randomly sampled from Allsvenskan ’goal attempts’ clips

We see in Figure 4.38 that there is a trend of high responses around 25
seconds. However, we note that based on these samples, the prediction score
is lower compared to actual goals. This indicates that we should expect many
false positives at lower thresholds and that it is crucial to have a high enough
threshold.
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Figure 4.39: Avg. prediction from ’goal attempts’ clips

Figure 4.39 further shows a smaller average peak and less response after
the goal attempt. We believe that this is because it is less common to have
replays after a goal attempt when compared to actual goals. Another common
occurrence is multiple goal attempts close to each other, such as the keeper
deflecting a shot, resulting in another attempt. This may explain the small
increase in our average prediction at about 35 seconds.
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Figure 4.40: Results from Allsvenskan dataset containing goal attempts for both
full clip and limited interval

We consider the results in Figures 4.40a-4.40b and see that we do indeed
get a high error. Effectively fooling the model. However, we see that both local
and global predictions drop significantly at higher thresholds. We note that
the difference is small when comparing locally against the full clip. To further
elaborate, we compare the results in Table 4.5 and find that while the model
is fooled. It is not always the case, and that while actual goals have a drop of
about 30% from threshold 0.5 to 0.95, goal attempts have a drop of about 47%
in error.

Cross-dataset results in accuracy within interval 20 and 30 seconds
Threshold Allsvenskan Goals Eliteserien Goals Goal attempts (Error)

0.50 87.12 95.33 67.86
0.55 85.41 93.67 66.67
0.60 84.55 92.67 64.29
0.65 84.55 90.67 58.33
0.70 82.83 89.00 55.95
0.75 81.97 87.00 54.76
0.80 78.54 83.67 51.19
0.85 75.97 78.67 42.86
0.90 68.24 75.00 33.33
0.95 57.51 64.67 20.24

Table 4.5: Results for Allsvenskan and Eliteserien at different thresholds

Summary

We have investigated how our model generalizes to other datasets and found that
it often find goals. Furthermore, we see that replays may hurt the performance
by producing false positives. To evaluate the robustness of our model, we tried
to fool our model with goal attempts, and the results indicate that our model is
not robust to contextually similar events. The results indicate that on a large
scale, the model will likely have high recall at lower thresholds while producing
multiple false positives for the event ’Goal ’.

4.6 Discussion

In this section, we first discuss corrupt samples and how we dealt with this
during training. Afterward, we look into known bugs that were discovered
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after experiments were done. We further discuss recently published work that
is relevant and how it affects this thesis. Finally, we discuss potential further
improvements that can be made.

4.6.1 Corrupt samples

During model training and testing, occasional stutters were present. In some
videos in SoccerNet [19], 59 samples in the training set, 14 in the validation set,
and 103 in the test set. This resulted in 3-22% missing frames in these samples.
Our solution was to pad these samples by duplication of the last observed frame.

4.6.2 Known bugs

We discovered a negligible bug that occurs during pre-processing steps for the
action recognition task of locally sampled frames around events in SoccerNet [19]
in the training process. Initially, the method was meant to provide data aug-
mentation by temporally shifting the input by an amount based on a gaussian
distribution. However, due to the bug, the model will either not shift at all, or
shift 0.016 seconds left or right, this is less than a single frame. Therefore we
determine that this has a negligible effect on the results.

4.6.3 Just published work

In late 2019, a new paper on spotting by Cioppa et al. [9] reported 62.5%
Average-mAp for the spotting task in SoccerNet. The authors used a novel loss
function for temporal action segmentation and achieved state-of-the-art results
on THUMOS14 and ActivityNet [18, 29]. It should be noted that the authors
here specifiy that they use the tolerance δ as a window such that for a sample
to be positive it must no more than δ

2 seconds away from the ground truth.
This differs from our approach, as we calculated based on a tolerance δ in both
directions.

4.6.4 Scope of the work

There are many different events, and ways to approach this problem. While
there are datasets for action detection such as THUMOS14 and activitynet [29,
26], HMDB51, Kinetics [34, 31] for action recognition, or for AVA [23] for spatio-
temporal action detection.

In this thesis we mainly focus to on the three events events ’Card ’, ’Sub-
stitution’ and ’Goal ’. There are multiple other events both in soccer, and in
sports in general, however due to the time consumption of manual annotation,
we limited the scope to these three.

There are multiple approaches to action recognition and detection, such as
through iDT features and more classical approaches. RNNs such as LSTM are
also popular for event detection. We however, limited the scope to the 3D CNN
based models selected.

4.6.5 Further improvements

During our visualization of CAMs, we found potential errors in our resize and
cropping strategy. To avoid this issue, we recommend a different strategy, such
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as resize with no cropping or resize without keeping the aspect ratio constant.
This to prevent cases where vital parts of the video are cropped away.

In our results, we see a recurring problem with false positives. On our test
set with a tolerance of 2.5 and threshold of 0.3, we reduce our predictions from
about 550000 to 9706 for the event ’Goal’ with a recall of 0.93, for ’Substitution’
we show 0.97 recall and for ’Card’ 0.93 as seen in Table 4.4. This compared
to the 356, 562 and 396 samples respectively. We see that while our recall is
decent, our precision is low, with only 0.07 for the event ’Card ’. For the Event
’Goal’, this is especially evident, only reaching a precision of 0.1 at threshold
0.95 and corresponding 0.46 recall. This means that for every correct prediction
we make, we get nine false positives. We believe, however, that this can be
improved by, for example, the detection and removal of replays.

To further improve the current model, we recommend 1) A robust proposal
method 2) A different resize and crop strategy 3) Adjustments to training pro-
cess with regards to background data, for example, add goal attempts to train-
ing. This would likely help with the problem of false positives.

There are multiple approaches to event detection, such as the use of improved
Dense Trajectories features, Motion boundary histograms, RNNs, and CNNs,
both 2D and 3D. In this thesis, we focused on deep-learning based models
to predict all events as a multi-classifier. However, it may be that a more
appropriate approach is to use multiple different models to specifically targeted
each event. For example, a goal may be more appropriately detected through
a ball detection model coupled with other features. Another valuable addition
would be replay detection, which would also remove many false positives from
the ’Goal ’ detections. In a practical setting, it is hard to say how useful this is.
For now, it is more appropriate to use a human annotator when possible due
to the number of false positives. However, there are some use cases where the
model could be used as-is. Due to the relatively high recall, it may be viable
to use as a proposal method, potentially reducing thousands of ours down to
small clips that can be verified by human annotators and generate more massive
datasets efficiently. Suppose a small clip of 20 seconds with a known event is
available, then a use case would be to get a more accurate prediction locally.

4.7 Summary

In this chapter, we investigate the behavior of the ResNet 3D model using 128
as input with a 5.12-second temporal window. Section 4.3 investigates model
behavior both locally around an event to find a reasonable stride and gain
insight into how much information the model requires. Further, we find that
during a larger temporal window of 138.4 seconds that the results are noisy
and cause false positives during some replays. We further looked into what the
model reacts to both spatially and temporally by using class activation maps
and signals. The results indicated differences between classes, where the event
’Substitution’ seemed to have temporally more extended reactions. Indicative
of the model not learning the defined event as the point a player enters the
field, but rather contextual similarities such as closeup video of a player that is
walking. For events ’Card ’ and ’Substitution’, we found that information from
class activation signals could increase accuracy within the time interval of 5.12
seconds. When looking at misclassified examples, we found possible weaknesses
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with our pre-process center crop strategy. We also found that the model has
difficulties with particular camera views that are rare. We test our model on
SoccerNet [19] using a sliding-window approach in Section 4.4 and find that .
In Section 4.5, we test our model on video clips from Swedish Allsvenskan and
Norwegian Eliteserien with 533 clips containing goals, and 84 clips containing
goal attempts. The results showed that the model R3D generally finds the
events and reacts to replays with a varying degree. However, the results also
show that the model is often fooled by clips containing goal attempts.
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Chapter 5

Conclusion

5.1 Summary and contributions

Today, event annotation is performed manually. This is a tedious, expensive,
and time-consuming task. Annotations are important for entertainment, ana-
lysis, and user-consumption in general. With an increased availability with
internet access, smartphones, and sites such as Youtube, annotations become
all the more important.

In this thesis, we tackled the problem of automatic event detection in soccer.
Specifically, we targeted the three events Card, Substitution and Goal. Our
objectives were 1) To research and find a general approach to automatic event
detection in soccer video that can be easily adapted to new events. 2) Implement
and find a good configuration for our selected approaches through experimental
prototyping. 3) Analyze weaknesses and strengths of the selected approaches.
4) Compare experimental results to state-of-the-art.

For objective 1 we researched state-of-the-art methods in action recognition
and detection and selected the four different architectures: ResNet 3D, ResNet
(2+1)D, Mixed Convolution and SlowFast [47, 16].

In the context of objective 2, we used SoccerNet [19], which contains 6637
annotated events over 784 hours. We tested different configurations for our
selected model in a classification task by sampling video-frames locally around
events. We compared models pretrained on Kinetics-400 [31] and found that
our best performing model, Mixed Convolution, achieved 83% accuracy on the
validation set compared to its from-scratch counterpart with 72.8%. We further
experimented with reduced input data by using gray-scale input rather than
RGB and found that the results were similar to the use of RGB. To find our
input resolution, we tested 112 x 112 against 224 x 224 and found similar results,
leading us to choose 112 x 112 as input. We showed that as a classification task,
performance increased when using a higher number of frames during training
and testing, resulting in our best performing model ResNet 3D with 128 frame
inputs at 88.4% validation accuracy.

For objective 3, we attempted to gain insight into the decision process and
behavior of the now trained ResNet 3D model. We performed a sliding-window
test locally over a zero-padded 128 frame input, which showed us that as much
as 50% of the input data can be zero-padded frames, while still correctly pre-
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dicting samples in some cases. Furthermore, we found that the results indic-
ated that a stride of 1 second is appropriate. To better understand our model
predictions, we performed another sliding-window test over 138.6 seconds that
showed us that the model may produce noisy predictions and that replays often
could result in false positives. We analyzed both correctly classified samples
and wrongly classified samples by calculating the class activation maps, which
we looked at both from a spatio-temporal angle, and a temporal angle. For
objective 4, we tested our sliding-window approach on the test and validation
set of SoccerNet [19], and we report 51% Average-mAp compared to the 49.7%
on the test set. Furthermore, we tested cross-dataset generalization by down-
loading 617 clips from Norwegian Eliteserien and Swedish Allsvenskan that had
goal attempts in 84 of the clips, with the remaining 533 clips containing goals.
The results showed that we could generally classify events with 87% accuracy on
Allsvenskan samples containing goals, and 95% on Eliteserien clips containing
goals with a confidence threshold of 0.5. However, we observed that our model
could be fooled by goal attempts, with 67% of goal attempts producing false
positives at the same threshold.

5.2 Future work

For future work, we want to see the use of action proposals during spotting,
for example, through the use of class activation signals. By using large input
window and local subsampling procedures of the class activation signals, it may
be possible to create an accurate detection model that does not rely on an
overlapping sliding-window approach.

Robust training schemes to adequately capture background data is encour-
aged. We also encourage the use of both locally extracted features, com-
bined with non-local information, such as through the use of long-term feature
banks [54]. Intuitively, this could capture easier with the additional information
temporal context. We believe this may help separate events such as ’Goal’ and
’Attempted Goal’.

Another related task would be unsupervised learning for event detection.
Can we locate events, for example, with clustering, given prior information of
the number of occurrences of a given event in game-halves? It may be possible
to extract features and perform clustering independent of the spotting task, or
it may be used in combination with action detection methods. This would be
interesting as, in many practical cases, this information is often easily accessible,
e.g., if the event is a goal, one could apply OCR in the ending.
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