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ABSTRACT

In the future, medical doctors will to an increasing degree be as-
sisted by deep learning neural networks for disease detection during
examinations of patients. In order to make qualified decisions, the
black box of deep learning must be opened to increase the un-
derstanding of the reasoning behind the decision of the machine
learning system. Furthermore, preparing reports after the examina-
tions is a significant part of a doctors work-day, but if we already
have a system dissecting the neural network for understanding,
the same tool can be used for automatic report generation. In this
demo, we describe a system that analyses medical videos from the
gastrointestinal tract. Our system dissects the Tensorflow-based
neural network to provide insights into the analysis and uses the
resulting classification and rationale behind the classification to
automatically generate an examination report for the patient’s med-
ical journal.
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1 INTRODUCTION

Machine learning has shown much potential in becoming an impor-
tant asset to medical doctors performing disease detection during
patient examinations. As a result of this, we may see a decrease
in diagnostic errors (in the form of missed disease), increase in
number of patients, and further improve the quality of medical
care. Additionally, a significant part of a medical professional’s
time is spent preparing reports after the performed procedures.
Multimedia research can significantly support this phase by col-
lecting patient and examination data and providing automatically
generated summaries conveying key information of the performed
procedures, e.g., video frames with detected objects. An automati-
cally generated report is also useful for training medical experts:
through multimedia enriched reports, medical doctors in training
can learn based on real data according to case-based teaching and
problem-based learning strategies. Thus, multimedia summariza-
tion for automated report generation is a much needed feature [20],
but it is still in its infancy. One major obstacle is that it is not al-
ways comprehensible or reproducible why an automatic detection
system marks a finding, i.e., the machine learning system is a black
box. In the field of medicine, among others, this is not acceptable
as medical doctors often need the underlying rationale behind a
decision besides the decision from the system itself. To the best of
our knowledge, this is yet an unexplored area of research.

To both improve the "black box"-understanding and assist the
examination reporting, we research automated multimedia sum-
marization methods with a semantic nature exploiting domain
ontologies. Based on the detection system, the video backend may
be used for easy retrieval and reuse of data for automatic report
generation, comparisons, teaching and research. As a case study,
we use live colonoscopy. This is the gold standard examination of
the large bowel, commonly performed for clinical and screening
purposes. It allows inspection of the bowel mucosa, essential for
the diagnosis of abnormalities such as inflammation, colorectal
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Figure 1: Report and feedback interface, where you may browse through the different neural network layers.

cancer and its precursors (polyps). We have previously developed
a live detection system [21, 22]. Under a colonoscopy, the system
analyses the captured video frames and gives visual feedback to
the doctor if something abnormal is detected [23]. In this paper,
we demonstrate how this system can be extended to colonoscopy
documentation. After the colonoscopy, an overview (Figure 1) is
given where the doctors can make changes or corrections, and add
additional information. This can then be stored for later purposes
or used in a written endoscopy report. Further, it can be practical to
store high quality images of the most important parts [5], i.e., our
reporting system also recommends images (frames) to be included
in the report and dissects the neural network to give a reasoning
why the image is selected.

2 MEDICAL AUTOMATIC REPORTING

Deep learning has greatly improved automatic methods for speech
to text conversion, object recognition and image captioning [13].
Structured reporting for colonoscopy procedures, however, is be-
yond transforming explicit information from one media to another.
It also involves finding relevant pieces from multiple modalities
and putting them together into a readable report, that supports and
argues the diagnosis of a medical expert. In the field of medicine,
written reporting of medical procedures is an essential, but cum-
bersome, part of the physicians’ daily work, and the quality and
completeness of the reports are critical to the patients care and
well being. A more automated reporting system based on auto-
matic video analysis would be extremely helpful for medical ex-
perts and contribute to a standardization of the medical report and
the implementation of the Minimal Standard Terminology (MST)
recommended by the World Endoscopy Organization (WEO). Also,
the European Society of Gastrointestinal Endoscopy lists the stan-
dardization of medical reporting in endoscopic procedures as a
requirement [4].

In mission-critical domains, such as the medicine, data driven
methods can be questionable if the results are not reproducible or
comprehensible by experts within their field. With deep learning
in particular, the results of automatic recognition are extremely
helpful, but we are still not able to fully understand the rationale of
every decision of a network. Theoretical approaches to explain the
decisions of a deep neural network have been discussed [14, 29],
but it is important to address the problem of understanding and
trust among non-technical users, i.e., medical experts and doctors.
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More visual approaches that present layers using tools such as heat
maps or visual representations (texture, heat maps, etc.) [24, 31]
come closer to what users can grasp without detailed technical
knowledge. All in all, the goal is a tool that generates a structured
and readable report composed of text and images from a medical
procedure. Moreover, the tool has to this understandable and re-
producible for non-technical users to ensure the trust of doctors
and patients involved. A recent approach [11] investigates the pos-
sibility of creating reports from x-ray images employing neural
image captioning methods [30]. A network is trained from a dataset
of images along with the reports. Closest to our approach is the
work described in [32], where microscope images are fed through
a neural network to generate reports and retrieve relevant images
of symptoms in addition to an attention map to support the ratio-
nale of the networks decision. Both approaches focus on images
already classified as relevant by being part of a diagnostic process,
whereas the second paper adds the dimension of the rationale of
the generated report.

Medical doctors indicated that generating automatic text is not
the most important feature for them. More importantly, they need to
understand the decisions of the algorithms in an easy and intuitive
way, and at the same time, receive support for generating high
quality, structured reports [20].

3 ARCHITECTURE AND IMPLEMENTATION

The objectives of our system is to increases classification under-
standing and reduce the time spent on administrative tasks related
to a colonoscopy, e.g., documentation by written reports. The sys-
tem reports abnormalities commonly found in the gastrointestinal
(GI) tract, such as polyps and esophagitis, based on analysis of
frame data taken from a video stream. The frames with detected
abnormalities are presented to the user for further analysis, with
the most prominent images (highest probability of abnormality
detected) suggested as attachments to be included in the written
report. It is important that the process of disease detection is trans-
parent, i.e., by being able to comprehend why the system concluded
as it did and on what basis the diagnosis was set. This is a key
component in building trust among the medical professionals who
rely on the system to make qualified medical decisions. In addition
to building truest among our expected users, it allows us to detect
weaknesses in the tool itself and the dataset used to train it. Insight



into the analysis process is done using various visualization tech-
niques to generate intermediate representations of an image as it
moves through a neural network, specifically as it moves through
the convolutional layers of a convolutional neural network (CNN).
This gives us a peek into the decision process of the neural net-
work, showing what regions in the image correspond to a given
prediction. This process will be discussed further in section 3.1.

The system is accessed through a React [6] based web application,
backed up by a RESTful server API written in Python (using the
micro-framework Flask [8]). Image analysis is done using a CNN,
specifically a standard VGG-19 model [26] trained on the Kvasir
v2 dataset [18] and is implemented using the Keras deep learning
framework [12] with a Tensorflow backend [2]. Figure 2 shows the
typical case in how we imagine this tool being used for visualizing
the analysis process of passing images/frames through the CNN
and report generation based on the results from the analysis.

Image or
video data

Server

Figure 2: The expected work flow of the reporting system.
Images and videos are collected and analyzed during the ex-
amination. After the examination, a modifiable report draft
is presented to the medical expert in order to produce a final
report including text, representative images and video clips.

3.1 Image/Frame Visualization

The visualizations process works on images and videos, with videos
being split into frames and processed individually in the same way
as a single image. The neural network image representations are
generated using a guided grad-cam approach [25], which combines
the pixel-level detail of guided back-propagation saliency maps [33]
with the class discriminative properties of class activation maps
(CAMs) [27]. The result is a high quality image with class discrim-
ination on a pixel level. Each image representation is done with
respect to a target class and layer, making it possible to look back
through the network and see what less abstract features were picked
up by the network.

Figure 3 shows the original image (Figure 3a) and three addi-
tional presentations generated by the tool. Figure 3b (grad-CAM)
shows the the class-specific regions of the image with respect to
a target class at a given layer of the network. Figure 3¢ (guided
back-propagation saliency map) shows a pixel-level representation
of what the network sees at a given layer. Figure 3d is a combination
of the first two representations, combining the pixel-level detail
of the saliency map with the class discriminative features of the
grad-CAM.

We start the visualization process by selecting a target layer
and class we wish to visualize for a given image. We calculate
the gradient of the target layer using the loss for the target class
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(¢) Guided Backprop  (d) Guided Grad-cAM

(b) Grad-cam

(a) original Image

Figure 3: Image representations used to explain decisions.

in regards to the input image. The gradients are globally average
pooled and multiplied with the output of the target layer. The result
is passed through a relu function before it is re-sized back to the
dimensions of the original image. Finally, we squash the values
between 0 and 1, and apply a red-blue heatmap filter.

To generate the guided back-propagation saliency map, we start
by replacing the activations of our original network with a mod-
ified relu activation. During back-propagation, a traditional relu
activation would let all gradients whose inputs where larger than 0
pass. We change relu by adding the additional rule of discarding
all gradients that are below 0, thereby only back-propagating the
positive influence on the activations. With this modified network
we calculate the gradients of the target layer with respect to the
input image which gives us the saliency map.

Once the grad-CAM and saliency map have been computed,
we simply multiply them together to get the guided grad-CAM
visualization. This together with the grad-CAM is used in our tool.

3.2 Report Generation

The current state of report generation provides basic functionalities
such as changing text and adding additional images. The system
presents a preview of the printed report to the users, with direct
modification available by clicking and editing the various reports.
Images from the analysis can be manually or automatically added
or removed. An example report can be found in Figure 4 with text
and pre-selected images that the user can change.

4 SETUP AND USAGE

The system is built using the micro-framework Flask [8], which
includes a built-in development sever, making it easy to start a local
instance of the system. Note that this is not meant to be deployed
to a production environment. For a production environment, we
can either deploy the application using a popular web server such
as Nginx [15] or Apache HTTP Server [3], or by using the pre-
built Docker Image available through Docker hub [9]. Setting up
the system using the git repository requires several steps of pre-
configuration before we can launch the local development server.
This includes setting up a Python 3.6 run-time environment and in-
stalling the necessary Python dependencies, installing OpenCV [28]
with FFmpeg [7] support, configuring Tensorflow and Keras, and
optionally (but highly recommended) configuring cuDNN [17] and
CUDA [16] for GPU support. With the environment setup, we
can launch a local development server by running app.py using
Python 3. A more detailed setup and configuration guide can be
viewed at the application’s Github repository [10], but for an easier
setup, we recommend using the pre-built Docker image available
at Docker hub[9]. The image includes a pre-configured Python en-
vironment with the necessary dependencies, CUDA 8 and cuDNN
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Figure 4: An example of an automatic generated report. The
green area marked (1) shows the editable text fields. The
blue area (2) shows the images chosen for the report. Report
based on sample taken from Wrestling the Octopus [1].

6 for Nvidia GPU support, and hosted using Nginx. Once the tool
is up and running, it can be accessed through a web browser using
the configured host IP and port.

5 DEMO

In the proposed demo, the participants will be able to see how the
system works in real time. In particular, video(s) with disease will
be available, and the participants may run it through the system.
After the deep learning neural network has analysed the video
frames, a screen as shown in Figure 1 will be displayed showing
the results of the analysis for each layer. From the list of images
selected by the system, the user can select one and see how it
has been processed through the network by showing images of
the intermediate representations and saliency maps (or heatmaps).
Finally, a report can be automatically generated from this interface
including both text and images (frames). This report can also be
modified after it is created.
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