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ABSTRACT
In this dataset paper, we present and make available real-
world measurements of the throughput that was achieved at
the application layer when adaptive HTTP streaming was
performed over 3G networks using mobile devices. For the
streaming sessions, we used popular commute routes in and
around Oslo (Norway) traveling with different types of pub-
lic transportation (metro, tram, train, bus and ferry). We
also have a few logs using a car. Each log provides a times-
tamp, GPS coordinates and the measured number of bytes
downloaded for approximately every second of the route.
The dataset can be used in several ways, but the most obvi-
ous application is to emulate the same network bandwidth
behavior (on specific geographical positions) for repeated
experiments.

Categories and Subject Descriptors
C.2.1 [Network Architecture and Design]: [Wireless
communication]

General Terms
Experimentation, Measurement, Performance

Keywords
bandwidth traces, adaptive streaming, bitrate adaption, mo-
bile internet, 3G, wireless, fluctuating bandwidth

1. INTRODUCTION
Mobile video streaming is an active area of research and

development that is driven both by the tremendous growth
in smartphones and tablets, and by modern wireless net-
works capable of streaming video in real-time even while
the receiver is moving. For example, YouTube reports [4]
that
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“traffic from mobile devices tripled in 2011, ...
more than 20 % of global YouTube views come
from mobile devices, and ... YouTube is available
on 350 million devices.”

Similarly, Sandvine reports that “real-time entertainment is
huge, global and growing” [16, 15] for mobile devices, where
North America, Latin America, Europe and Asia-Pacific
have audio/video downstream mobile traffic of 27 %, 24 %,
17 % and 14 %, respectively. Sandvine also predicts that
audio and video streaming will exceed 60 % of North Amer-
ica’s mobile data by late 2014. For mobile devices, Cisco’s
Visual Networking Index predicts an 18-fold increase from
2011 to 2016 [2]. This trend is also enabled and fueled by
all major content and service providers that make video de-
livery “apps” to popular mobile video platforms. Thus, the
amount of media data streamed to mobile devices comprises
already a large part of the total data downloaded in the In-
ternet, and the scope and size of mobile video streaming is
increasing at a very fast pace.

One challenge when delivering time-dependent data such
as audio and video to moving devices is the changing net-
work conditions and the resulting fluctuations in available
bandwidth. HTTP-based adaptive streaming [17], which is
tolerant to these fluctuations, is rapidly adopted by com-
mercial vendors of streaming technology to be able to adapt
to resource availability. Using adaptive streaming protocols
such as Microsoft’s Smooth Streaming [18], Apple’s HTTP
Live Streaming [9] or MPEG’s Dynamic Adaptive Streaming
over HTTP (DASH), adaptive HTTP streaming is now also
available on mobile devices. An adaptive streaming service
can be implemented as a combination of simple servers and
intelligent clients that make adaptation decisions based on
local observations such as the observed bandwidth availabil-
ity.

An important question in these scenarios is how to best
adapt the video quality (and thus the bitrate) to the avail-
able network bandwidth. Some streaming systems available
today have been designed for wireless streaming, but deliv-
ering video without interruptions is considerably more chal-
lenging when the client’s access network is a mobile wire-
less network with severe and frequent bandwidth fluctua-
tions and outages. In such scenarios, the behavior of the
quality adaption schemes varies greatly among the different
solutions [8, 10]. To avoid recurring buffer underruns and
frequent quality switches, both of which are harmful to the
viewer’s quality of experience, several research groups have



evaluated the performance of adaption schemes [5, 8, 10]
(and proposed changes [11]). However, they all use differ-
ent bandwidth traces due to lack of an available dataset,
e.g., Akhshabi et al. [5] used a synthetic bandwidth, Müller
et al. [8] used real-world bandwidth traces from Klagenfurt
(Austria) and Riiser et al. [10] used real-world bandwidth
traces from Oslo (Norway). Even though the experiments
show similar trends [8, 10], they are not directly comparable
since the authors have used different network traces. With
the dataset made available with this paper, we allow future
researchers to reuse our traces, which we created during in-
vestigations resulting in several articles [6, 7, 10, 11, 13], and
compare the results directly.

The dataset mostly contains bandwidth logs from Telenor’s
3G mobile network in and around Oslo. The network is
based on the Universal Mobile Telecommunications System
(UMTS) and the High-Speed Downlink Packet Access (HS-
DPA) architectures. The dataset includes bandwidth mea-
surements from popular commute routes in Oslo and a few
other examples. The commute routes all have multiple sam-
ples, and all routes come with a map of the path. Further-
more, we present statistics from the network traffic. This
data was collected at the application-level in a HTTP-based
media streaming client. Hence, it does not contain packet-
level information similar to tcpdump. Bandwidth numbers
are one-second averages, as this was sufficient for the media
streaming simulations for which the data was originally in-
tented. We hope that the dataset can be used by others to
advance research in the field and provide better system sup-
port for mobile applications like adaptive video streaming.

2. MEASUREMENTS AND LOGS
We have earlier reported significant fluctuations in net-

work conditions when streaming video over HSDPA net-
works [12]. To summarize our earlier results, we have per-
formed bandwidth measurements in real-world streaming
scenarios along several commute routes in and around Oslo,
Norway. Based on these measurements, we have built a
dataset over multiple routes by logging the download band-
width observed while streaming video over HTTP. As a mo-
bile video receiver, we used the Netview Media Client1 [1]
running on laptops equipped with a GPS (Haicom HI-204III
USB GPS) and a 3G modem (Huawei Model E1752 HSPA
USB stick). The sender was a dedicated server with a
100 Mbit/s Ethernet connection, located near the receiver.
This was done so that our bandwidth and latency measure-
ments indicate the performance of the wireless 3G connec-
tion, with minimal interference from the wired network. For
example, we observed packet round-trip times of approxi-
mately 80 ms between the server and the client, and the
round-trip time between the server and the last node be-
fore the wireless hop was less than 2 ms. Thus, more than
97 % of the observed end-to-end latency was due to the final
wireless hop.

The Netview Media Client uses GPSD [3] to communi-
cate with the GPS device, and counts the number of bytes
received every second. It periodically reports to a remote
database the GPS coordinates, timestamps, and bytes re-
ceived since the last measurement. The dataset (logs, maps,

1The Netview Media Client that was used to record this
data is proprietary (owned by Opera Software), hence we
cannot distribute it together with the dataset.

1289406399 549692 59.851754 10.781778 248069 1008
1289406400 550772 59.851864 10.781833 191698 1080
1289406401 551773 59.851964 10.781901 280579 1001
1289406402 552893 59.85206 10.781969 248971 1120

Figure 1: Sample log data.

and bandwidth plots) and custom-made software useful for
simulations have been made available online [14]. The dataset
currently consists of 86 traces from 11 different routes. The
logs are in plain ASCII text, with six fields of data per log
entry, as shown in figure 1. The data fields are defined as
follows:

• Column 1 is the Unix timestamp (number of seconds
since 1970-01-01) of the data point.

• Column 2 is a monotonically increasing times-
tamp in milliseconds (since some unspecified start-
ing point).

• Columns 3 and 4 are GPS coordinates in decimal
degrees. Column 3 is the latitude coordinate and col-
umn 4 is the longitude coordinate.

• Column 5 is the number of bytes received since the
previous measurement (the previous line in the log).

• Column 6 is the number of milliseconds elapsed
since the previous measurement (the previous line in
the log). Column 6 equals the difference in the column
2 values of this and the previous line.

This means that other types of information can easily be ex-
tracted, e.g., to get kilobytes per second for a specific sample,
simply divide column 5 by column 6.

3. ROUTES AND BANDWIDTHS
In the previous section, we presented the logs, and here,

we give some examples of the used paths with correspond-
ing bandwidth measurement information. With a few ex-
ceptions, we selected popular commute routes to or from
downtown Oslo, Norway. For different routes, we also used
different types of public transportation (metro, bus, ferry,
train, tram and car). In the following subsections, we list a
few examples (of the total 11 routes) with maps of the routes
and plots of the average observed bandwidth over multiple
measurements as a function of the path position (as traveled
distance from the start). Note that some of the maps are
slightly stretched to fit the format, and that the measured
bandwidths in the bandwidth plots are calculated over a one
second average.

3.1 Metro railway
A popular means of commuting in Oslo is the metro.

This is an electric passenger railway where all the lines pass
through underground tunnels in downtown Oslo. The un-
derground part of our tested metro commute route is shown
with the dotted line in figure 2(a).

Figure 2(b) shows the measured bandwidth along the metro
path. All the measurements show the same trend, and the
signal and bandwidth availability are predictable with only
minor variations. The experienced bandwidth is typically
a bit above 1 Mbit/s when the metro is above the ground.



(a) Map. (b) Measured bandwidth.

Figure 2: Metro commute path: from Kalbakken
to Jernbanetorget in Oslo (the dotted line is in a
tunnel).

However, when entering the tunnels after approximately 5.5
kilometers, both the Internet connection and the GPS sig-
nal are essentially lost (in periods without a GPS signal, the
position is estimated based on the metro time table). This
means that when the metro was underground (the dotted
line), we were hardly able to receive any data at all.

3.2 Bus

(a) Map (b) Measured bandwidth.

Figure 3: Bus commute path: Oslo bus along Mos-
seveien, between Ljan and Oslo Central Station.

Figures 3(a) and 3(b) show a bus path going into Oslo
and the corresponding bandwidth measurements, respec-
tively. The average values in figure 3(b) vary greatly, but
the measurements show that a minimum bandwidth of about
1.5 Mbit/s should normally be possible with an average of
about 2 Mbit/s. A challenge using this route is that the
bus route has a steep hill on the east side, which prevents a
stable reception of signals from eastern GPS satellites. Fur-
thermore, the Oslofjord is in the west, leaving few possible
sites for 3G towers on that side. Consequently, both the
GPS and the UMTS signals are unstable.

3.3 Ferry
Our third scenario is traveling by ferry (figure 4(a)). Most
commuters from the Nesodden peninsula travel by ferry to
Oslo, as traveling by car requires a large detour. With lots

(a) Map. (b) Measured bandwidth.

Figure 4: Ferry commute path: Oslo ferry route
between Nesodden and Aker Brygge.

of space on board and tables for PCs and devices with large
screens, this way of commuting is one that is well suited
to use mobile devices during the ferry ride. Figure 4(b)
shows that the available bandwidth depends strongly the
position along the trip. The signal is strongest when the
ferry is close to land (Nesodden at the start of the path,
and Aker Brygge in downtown Oslo) with observed average
bandwidths above 2 Mbit/s. However, the signal conditions
far from land are usually problematic. The signal is never
completely gone while crossing the Oslo-fjord, but the 3G
users rarely experience bandwidths above 1 Mbit/s in this
part of the path.

3.4 Tram

(a) Map. (b) Measured bandwidth.

Figure 5: Tram commute path: Oslo tram route
between Ljabru and Oslo Central Station.

Another method of commuting in Oslo using public trans-
portation is by tram. Figure 5(a) shows one of the tested
tram routes, whose tracks are parallel to but high above
the bus route presented above. Observed bandwidth is pre-
sented in figure 5(b). Along the whole path, we have found
acceptable but fluctuating bandwidth. In the first part of the
route, we observed a very predictable bandwidth across the
different measurements, though rarely exceeding 1 Mbit/s.
At a long down-slope towards the end of the trip, the mea-
surements vary more (larger standard deviation), but the
average bandwidth is almost the same.



3.5 Train

(a) Map. (b) Measured bandwidth.

Figure 6: Train commute path: Train route between
Oslo and Vestby.

The trains to and from Oslo are frequently used by peo-
ple traveling longer distances, and in figure 6, we show the
map and bandwidth plot for the 40 km long Oslo–Vestby
route. We observe large fluctuations in bandwidth, some-
times jumping between 3 Mbit/s and almost no connectivity
at all.

3.6 Car

(a) Map. (b) Measured bandwidth.

Figure 7: Car path: Driving a car from Oslo to
Grimstad.

The route Oslo–Grimstad, shown in figure 7(a), is used by
everyone driving from Oslo going south on the E18 high-
way. It is an approximately 280 kilometer drive. Figure 7(b)
shows the achieved bandwidth, where we observed high peaks
over 3 Mbit/s with an average of about 1 Mbit/s. However,
as also seen in the plot, there are several areas with (nearly)
no available bandwidth.

3.7 Summary
In summary, the above plots indicate that the achieved

bandwidth oscillates severely when using moving mobile de-
vices. How much depends on the geographical location and
the speed of the moving vehicle, and this behavior is def-
initely something that should be taken into account when
designing systems for the mobile scenario.

4. EXAMPLES OF USE
In our work, we have used the bandwidth measurements to

emulate identical network behavior for video streaming ses-
sions using adaptive HTTP streaming protocols. The goal
was to evaluate different adaption strategies, i.e., decisions
on how to change from one quality (and thus bitrate) level
to another, as a user moves along a path while viewing a
video in a Video-on-Demand scenario [10, 11]. Additionally,
we have used the logs to emulate the network in a scenario
where the logs are used to make a location-based bandwidth-
lookup service [13, 11] which also may be combined with a
transparent handover between multiple networks [7, 6].

To produce the same network conditions for all tests, we
developed a bandwidth throttling module for the Apache
web server (also available from the dataset web-page). This
module takes as input a bandwidth log, like the logs available
in this dataset, that contains a single kbit/s number for every
second of the session. After loading the bandwidth log, the
first HTTP request starts the session. At time t after the
session starts, the web server’s maximum throughput for
the next second will be B(t), where B(t) is the bandwidth
at time t in the log that was used as input to the throttling
module. This approach means that the client program, i.e.,
the media player in our HTTP streaming scenario, can get
exactly the same bandwidth conditions every time, ensuring
both fairness and reproducibility in our experiments, while
at the same time being as realistic as a field trial.

5. CONCLUSION
We have provided a dataset that enables researchers to

simulate bandwidth fluctuations as observed in a live 3G
network in vehicular mobility scenarios. Using this dataset,
researchers can test their ideas using realistic network traces,
and get reproducible results useful for comparisons with
other researchers. We hope that the dataset can be used
to push research forward in the field of data delivery to mo-
bile devices, and in streaming scenarios in particular.
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