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INTRODUCTION

The amount of video data available in the 
Internet is exploding, and the number of video 
streaming services both live and on-demand, is 
quickly increasing. For example, consider the 
rapid deployment of public available Internet 
video archives providing a wide range of content 
like newscasts, movies and scholarly videos. In 
this respect, Internet users uploaded one hour 

of video to YouTube every second in January 
2012 (YouTube, 2012). Furthermore, all major 
(sports) events like European soccer leagues, 
NFL Hockey, NBA basketball, NFL football, 
etc. are streamed live with only a few seconds 
delay, e.g., bringing the 2010 Winter Olympics 
(Zambelli, 2009), 2010 FIFA World Cup (Move 
Networks, 2008) and NFL Super Bowl (Move 
Networks, 2008) to millions of concurrent us-
ers over the Internet, supporting a wide range 
of devices ranging from mobile phones to HD 
displays. The number of videos streamed from 
such services are in the order of tens of billions 
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per month (Flosi, 2010; YouTube, 2012), and 
leading industry movers conjecture that traffic 
on the mobile-phone networks will also soon 
be dominated by video content (Cisco Systems, 
Inc., 2010).

Adaptive HTTP streaming is frequently 
used in the Internet and is currently the de facto 
video delivery solution. For example, Move 
Networks (2008) was one of the first providers 
of segmented adaptive HTTP streaming, and 
has later been followed by major actors like 
Microsoft (Zambelli, 2009), Apple (Pantos et 
al., 2010) and Adobe (2010). Recently, there 
are also standardization efforts by MPEG 
(Stockhammer, 2011). In these systems, the 
bitrate (and thus video quality) can be changed 
dynamically to match the varying bandwidth, 
giving a large advantage over non-adaptive 
systems that are frequently interrupted due to 
buffer underruns or data loss. The video is thus 
encoded in multiple bitrates matching different 
devices and different network conditions.

Today, H.264 is the most frequently used 
codec. However, an emerging alternative is the 
simpler VP8 which is very similar to H.264’s 
baseline profile and supposed to be well suited 
for web-streaming with native support in major 
browsers, royalty free use and similar video 
quality as H.264 (Seeling et al., 2010; Ozer, 
2010). Nevertheless, for both codecs, the chal-
lenge in the multi-rate scenario is that each ver-
sion of the video requires a separate processing 
instance of the encoding software. This may 
be a challenge in live scenarios where all the 
rates must be delivered in real-time, and in the 
YouTube case, it will just take an enormous data 
center to keep the upload rate. Thus, the process 
of encoding videos in multiple qualities and 
data rates is both time and resource consuming.

Our initial idea was presented by Finstad 
et al. (2011) and in this paper, we expand our 
evaluation and further discuss our results. In 
particular, we analyze the processing overheads 
of multi-rate scenarios, and to reduce resource 
requirement, we investigate possibilities for 
reusing the output from different steps in the 
encoding pipeline as the same video elements 
are processed multiple times with only slightly 

different parameters. We use the VP8 process-
ing pipeline as a case study, and we present a 
prototype that supports running multiple parallel 
VP8 encoder instances. The main contributions 
of our work are:

•	 Inspired by several transcoding approaches 
trying to reuse motion vectors (Kuo & 
Jayant, 2003; Zhou, Zhou, & Xia, 2008; 
Senda & Harasaki, 1999), we propose a 
way of reusing decisions from intra and 
inter prediction in a video encoder to 
avoid computational expensive steps that 
are redundant when encoding for multiple 
target bitrates, i.e., macroblock mode deci-
sion, intra prediction and inter prediction 
between the instances. The method can 
be used in any video codec comprising an 
analysis and encoding step with similar 
structure as H.264 and VP8.

•	 A prototype and demonstrator has been 
implemented using the VP8 reference en-
coder as a case study. We have performed 
a wide range of experiments using both 
low- and high-resolution videos with vari-
ous data rates and content types. The results 
show that the computational demands are 
significantly reduced at the same rates and 
approximately the same qualities as the 
VP8 reference implementation.

RELATED WORK

Our proposed multi-rate encoder is based on 
the idea of sharing and reusing the results 
from the computational expensive steps. The 
idea is inspired by the Scalable Video Coding 
technique (Schwarz et al., 2007), but differs in 
key aspects: First, no special client player sup-
port is necessary. SVC has very little market 
penetration in comparison to VP8 player avail-
ability, which in contrast makes the multi-rate 
technique useful without requiring changes for 
the users. Second, the layers of SVC affect the 
output quality (Wien et al., 2007), which also 
may be a reason why it has not been widely 
adopted for online streaming. In our approach 
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we optimize the currently used VP8 codec in 
a way that is more similar to transcoding. In 
the area of video transcoding, there are several 
approaches where motion vectors are reused 
(Kuo & Jayant, 2003; Zhou et al., 2008; Senda 
& Harasaki, 1999; Youn, Sun, & Lin, 1999). 
For example, in context of spatial downscaling, 
methods for synthesizing a new motion vector 
by reuse of the original motion vectors from the 
higher resolution bit-stream can be performed. 
In this context, Kuo and Jayant (2003) discuss 
transcoding with the reuse of motion vectors. 
Their paper investigates the statistical charac-
teristics of the macroblocks associated with the 
best matching motion vectors, and they then 
define a likelihood score, which is used for 
picking the motion vectors. Similarly, Zhou et 
al. (2008) propose a spatial downscaling algo-
rithm reusing the motion vectors, and a more 
advanced method for refining the synthesized 
vectors is discussed. Furthermore, Senda and 
Harasaki (1999) describe a real-time software 
transcoder with motion vector reuse. They 
discuss a method for reusing downscaled mo-
tion vectors, which evaluate the scaled motion 
vectors and their neighbors. A new method 
for reducing the number of candidate motion 
vectors is proposed, and the best one is picked 
by finding the one with the lowest mean abso-
lute error. Transcoding is also investigated by 
Youn et al. (1999) where they observed that 
reusing the incoming motion vectors become 
non-optimal, due to the reconstruction errors. 
They are proposing to use a fast-search adap-
tive motion vector refinement to improve the 
motion vectors. Further, Zhou and Sun (2004) 
propose a new algorithm to do fast inter-mode 
decision and motion estimation for H.264, 
but both these approaches are different from 
our proposed solution. Fonseca et al. (2007) 
proposed using an open loop in H.264 that is to 
use the original frame as input to the prediction 
analysis instead of the reconstructed frame. By 
doing this, they showed that the quality loss 
was small and varied with the HD sequences 
evaluated. The open loop approach can be used 
to remove the intra-frame dependencies, and Wu 
et al. (2009) made a parallel version of x264 

for a stream processor. Our approach does not 
use the original frame for prediction analysis; 
instead we are reusing prediction parameters for 
other bitrates which is closer to the reconstructed 
frame than the original.

We have briefly outlined some examples 
where the video processing reuses the output 
of previous executions. However, none of these 
papers reuse the analysis step for use with several 
encoder instances. In our work, we target the 
modern multi-rate adaptive HTTP streaming 
solutions with the goal of decreasing the process-
ing requirement when uploading new content to 
a video archive or reducing the latency in a live 
streaming scenario. In summary, we investigate 
the possibility for reusing data from parts of the 
encoding pipeline to be able to output multiple 
video streams, and we therefore next present a 
brief overview of the VP8 codec. We show the 
basic processing pipeline, and we identify the 
most expensive operations by presenting some 
VP8 profiling results.

THE VP8 CODEC

The VP8 codec (Bankoski, Wilkins, & Xu, 2011) 
was originally developed by On2 Technologies 
as a successor to VP7, and is a modern codec 
for storing progressive video. After acquiring 
On2 Technologies in 2010, Google released 
VP8 as the open source webm project, a royalty-
free alternative to H.264. The webm format 
was later added as a supported format in the 
upcoming HTML5 standard, several major 
browsers have implemented playback support 
for the format since webm is expected to be one 
of the major streaming formats on the web in 
the coming years.

Many of the features in the VP8 codec 
are heavily influenced by H.264. It has similar 
functionality as the H.264 Baseline Profile. One 
of the differences is that VP8 have an adaptive 
binary arithmetic coder instead of CAVLC. VP8 
is however not designed to be an all-purpose 
codec; it primarily targets web and mobile ap-
plication. This is why VP8 has omitted features 
such as interlacing, scalable coding, slices and 
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color spaces other than 4:2:0. This reduces en-
coder and decoder complexity while retaining 
video quality for the most common use case, 
i.e., making VP8 a good choice for lightweight 
devices with limited resources.

A VP8 frame is either of type intra-frame 
or inter-frame, corresponding to I- and P-frames 
in H.264, and it has no equivalent to B-frames. 
In addition, VP8 introduces the concept of 
tagging a frame as altref and golden frames, 
which are stored for reference in the decoder. 
When predicting, blocks may use regions from 
the immediate previous, from the last golden 
or from the last altref frame. Every key frame 
is both a golden and altref frame; other frames 
can optionally be marked as golden or altref. 
Altref frames are special and never shown to the 
user; instead they are only used for prediction.

The encoding loop of VP8 is very similar 
to that of H.264. The process consists of an 
analysis stage, which decides if intra or inter 
prediction shall be used, DCT, quantization, 
dequantization, iDCT, followed by an in-loop 
deblocking filter. The result of the quantization 
step is entropy coded using a context adaptive 
boolean entropy coder and stored as the output 
bitstream. The output bitrate of the resulting 
video is dependent on the prediction parameters 
in the bitstream and quantization parameters.

MULTI-RATE ENCODING

The multi-rate encoder is based on the refer-
ence VP8 encoder, released as part of the webm 
project. Provided in Figure 1 is a simplified call 
graph of the VP8 reference encoder. In this call 
graph, we can see the flow of the program, how 
many times a function has been called, and how 
large percentage of the execution time is spent 
in different parts of the code. The basic flow 
of the entire encoder is illustrated in the upper 
part of Figure 2 with an analysis and encode 
part of the pipeline.

The analysis part consists of macroblock 
mode decision and intra/inter prediction, this 
corresponds to vp8_rd_pick_inter_mode in 
Figure 1. The encode part refers to transform, 

quantization, dequantization and inverse trans-
form, corresponding to the functions vp8_en-
code_inter* and vp8_encode_intra* for the 
various block modes chosen. Output involves 
entropy coding and writing the output bitstream 
to file, this part of the encoder is not shown in 
the call graph. Our profiling of the VP8 en-
coder give similar results as for H.264 (Huang 
et al., 2006; Espeland, 2008), and shows that 
during encoding of the foreman test sequence, 
over 80% of the execution time is spent in the 
analysis part of the code, i.e., if this part can be 
reused for encoding operations for other rates, 
the resource consumption can be greatly re-
duced. This can be done since the outputs have 
identical characteristics except for the bitrate, 
and the main difference between them is the 
quantization parameters, that is regardless of 
the target bitrate, the analysis step which in-
cludes searching for motion vectors and other 
prediction parameters can be done without 
considering the target bitrate, consequently 
trading complexity for prediction accuracy. The 
prediction accuracy is reduced since the input 
to the analysis step does not match exactly the 
reconstructed frame (which has been quantized 
differently). The reduced prediction accuracy 
will lead to some degradation in quality given 
the same bitrate, and we will evaluate the effects 
in a variety of scenarios in this paper.

To evaluate this approach, we have 
implemented a VP8 encoder with support for 
multiple outputs. In our approach, we reuse a 
single analysis step for several instances of the 
encoding part as seen in Figure 2. This mitigates 
the requirements for re-doing the computational 
heavy analysis step, and at the same time al-
lows the encoding instances to emit different 
output bitrates by varying the quantization 
parameters in the encoder step. The encoder 
starts one thread for each specified bitrate 
where each of these threads corresponds to a 
separate encoding instance. The instances have 
identical encoding parameters such as keyframe 
interval, subpixel accuracy, etc., except for 
the target bitrate provided. Since the bitrate 
varies, each instance must maintain its own 
state and reconstruction buffers. The threads 
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Figure 1. Profile of the main parts of the reference VP8 encoder

Figure 2. Encoder pipeline diagram
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are synchronized on a frame by frame basis, 
where the main encoding instance analyses the 
frame before the analysis computations are made 
available to the other threads. This involves 
macroblock mode decision, intra- and inter-
prediction. The non-main encoding instances 
reuse these computations directly without doing 
the computationally intensive analysis steps. 
Most notably vp8_rd_pick_inter_mode (Figure 
1) is only performed by the main encoding 
instance. Since the VP8 encoder is not written 
with the intention of running multiple encoding 
instances in parallel the encoder went through 
significant changes in order to adapt it to run 
multiple instances in parallel.

EXPERIMENTS

We have performed experiments for several 
scenarios. One example is streaming to mobile 
devices over 3G networks. Here, Akamai (2010) 
recommends that video should be encoded at 
250 kbps for low quality and 450 kbps for 
high quality. Typical 3G networks can deliver 
bandwidths of 384 kbps (UMTS) to 7.2 Mbps 
(HSDPA), and we have here measured the 
resource consumption for coding the standard 
foreman test sequence in CIF resolution us-
ing bitrates of 250, 450, 750 and 1000 kbps. 
Furthermore, to also test the other end of the 
scale, we have evaluated HD resolution videos. 
Typical ADSL lines can deliver from about 
750 kbps to 8 Mbps, and for this scenario, we 
have performed experiments using the 1080p 
resolution standard test sequences pedestrian 
and blue sky encoded at 1500, 2000, 2500 and 
3000 kbps. To measure the performance, we 
have used time to measure the consumed CPU 
time. Additionally, to evaluate the resulting 
video quality, the PSNR values are measured 
by the VP8 video encoder. Bitrates shown in 
the plots are the resulting bitrates achieved in 
output bitstreams, and not the specified target 
bitrates. Resulting bitrates are generally a bit 
lower than target bitrates because of a conserva-

tive rate estimator. All experiments were run on 
a 4-core Intel Core i5 750 processor.

Encoding Results

To evaluate our multi-rate encoder, we have first 
plotted the total CPU time used when encoding 
the foreman sequence in Figure 3(a) for the four 
different output rates. To see if there is a dif-
ference for different chosen prediction bitrates 
when using the multi-rate encoder, we have 
included one test for each prediction bitrate. 
These results are compared to the combined 
CPU time used when encoding the videos for 
the same rates using the reference encoder with 
both a single thread and multiple threads. The 
CPU time used in the multi-rate approach is 
more than 2.5 times faster than encoding the 
four sequences using the reference encoder. The 
multi-rate approach scales further if the number 
of encoded streams is increased. In addition, 
the time spent in kernel space is far less in the 
multi-rate approach compared to the reference 
encoder, and we believe this is a result of reading 
the source video from disk only once.

To see if there are differences between low 
and high resolution videos, we have also looked 
at HD sequences to validate our approach. 
Figure 4(a) shows the pedestrian test clip with 
a prediction bitrate of 2000 kbps. We observe 
a 2.06 times reduction in CPU time for the 
multi-rate encoder as we saw for the foreman 
sequence.

Finally, since we reuse motion vectors for 
the encoding, we looked at different videos with 
different amount and kind of motion. The pe-
destrian has a fixed camera with objects 
(people) moving. The blue sky video has more 
or less fixed objects, but with a moving camera. 
The blue sky results are plotted in Figure 5(a) 
with a performance gain of 2.47 the performance 
of the reference encoder. Thus, for all our ex-
periments using different rates, resolutions and 
content types, our multi-rate encoder reduce 
the total resource consumption.
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Quality Assessment

Using prediction parameters generated from a 
different bitrate than the target bitrate does have 
implications for the video quality. To investigate 
the tradeoff between reduced processing time 
versus degraded video quality, we have plotted 
a rate-distortion curve for the foreman sequence 
with a prediction bitrate of 450 kbps in Figure 
3(b). We can see that reference encoder produces 

about 1 dB higher peak signal-to-noise ratio 
(PSNR) at the same bitrate than the multi-rate 
encoder. Depending on the intended usage, the 
significantly reduced CPU time might outweigh 
the small reduction in quality.

The degradation in video quality is due to 
the instances’ reuse of analysis computations. 
As described in the multi-rate encoding sec-
tion, the analysis part of the encoder pipeline 
is only carried out by the encoder instance 

Figure 3. CIF streaming scenario foreman

Figure 4. HD streaming scenario pedestrian
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targeting the prediction bitrate, and is hence 
only subject to the constraints of this instance. 
The mode decisions and motion vectors for 
the other instances will differ from the optimal 
parameters (as chosen by the normal version) 
and this leads to degradation in video quality.

Similarly, when considering the distortion 
of the HD sequences, we have plotted rate-
distortion curves in Figure 4(b) and Figure 
5(b) for pedestrian and blue sky, respectively. 
The reference encoder produces output that has 
1.0 to 1.5 dB higher PSNR than the multi-rate 
encoder and distortion achieved for the two HD 
clips are very similar.

The suitability of PSNR for video qual-
ity assessment is frequently discussed, and it 
is often unclear what the difference means in 
terms of the logarithmic scale. From the plot 
in Figure 4(b), we can see that the PSNR of the 
output from the reference encoder is up to 1.32 
dB better than the multi-stream encoder outputs 
for the pedestrian sequence, in the range of 1500 
kbps to 3000 kbps. To see what this really means, 
a sample output of the “worst-case” scenario 
from Figure 4(b) can be seen in Figure 6. From 
this output, we can see that there is little visual 
difference between the reference encoder output 
and the multi-stream encoder. We also looked at 
the average structural similarity (SSIM) index 

number for the reference encoder and the multi-
stream encoder. The SSIM numbers are 0.861 
and 0.837, respectively, i.e., the difference is 
small. Thus, the quality reduction is small (we 
did not see a difference viewing the result-
ing videos, but it might be different for other 
types of content). In Figure 7, the “worst-case” 
scenario from Figure 3(b) can be seen. In this 
sequence, the PSNR for the reference encoder 
is of 0.99 dB better than the multi-rate encoder. 
The SSIM index numbers for this scenario are 
0.873 for the reference encoder and 0.856 for 
the multi-stream encoder.

Choosing the Prediction Bitrate

To evaluate which prediction bitrate gives 
the minimal distortion of the videos, we have 
plotted rate-distortion curves for foreman with 
various prediction rates in Figure 8. We can see 
that the resulting bitrate is lower for the multi 
stream encoder than the reference encoder, 
except for when the prediction bitrate exactly 
matches the target bitrate, resulting in a small 
spike in the plot.

The lowest prediction bitrate (250 kbps) 
incurs the largest distortion difference of 2 dB 
for the 1000 kbps resulting bitrate. When using 
a 450 kbps prediction bitrate, the distortion 

Figure 5. HD streaming scenario blue sky



International Journal of Multimedia Data Engineering and Management, 3(2), 1-19, April-June 2012   9

Copyright © 2012, IGI Global. Copying or distributing in print or electronic forms without written permission of IGI Global is prohibited.

difference is about 1 dB for bitrates between 
250 kbps and 1000 kbps. By further increasing 
the prediction bitrate, we see that the distortion 
difference between the multi stream and refer-
ence increases to 4 dB for the lowest output 
250 kbps. Thus, the smallest distortion can be 
observed when using a prediction bitrate close 
to the average of the smallest and highest out-
put bitrate, and we get a smaller penalty when 
the prediction bitrate is smaller than the output 
bitrate than vice versa.

Similar results can be observed when evalu-
ating the pedestrian sequence, shown in Figure 
9. Lower prediction bitrates incur less distor-
tion difference than higher prediction bitrates 
compared to the target bitrate. The distortion 
difference is further reduced by choosing a 
bitrate closer to the average of the extremes.

We have shown that choosing the correct 
prediction bitrate when doing multi-rate encod-
ing has a profound effect on the quality of the 
output videos. Although CPU time was also 

Figure 6. Quality difference for the “worst-case” scenario in Figure 4(b) of 1.32 dB PSNR of 
1500 kbps

Figure 7. Quality difference for the “worst-case” scenario in Figure 3(b) of 0.99 dB PSNR of 
250 kbps
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affected as shown in Figure 3(a), the difference 
was much less considerable. Because of the 
distortion, having a too wide range of target 
bitrates when doing multi-rate encoding is 
discouraged (see for example Figure 9(d)), but 
for quality ranges typically used in segmented 
streaming as shown in our test sequences, the 
results prove that multi-rate encoding is useful.

Quality Impact for Different 
Content Types

The previous sections have shown that our 
multi-output encoding approach is usable for 

both low- and high-resolution videos. However, 
encoding performance and picture quality also 
depend on the content type (Ni et al., 2011). In 
this respect, video content is classified as being 
high or low in both the spatial and temporal 
complexity (ITU-T, 1999) measured by spatial 
and temporal information metrics, respectively. 
Thus, there might be differences between videos 
with different amount of motion and detail as 
well as the resolution. To further evaluate how 
our multi-rate approach performs, we have per-
formed experiments with a number of standard 
CIF and HD test sequences (XIPH.org, 2012) 
from different classifications.

Figure 8. Rate-distortion curve for CIF test sequence foreman with different prediction bitrate 
(in kbps)
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CIF Resolution

As we found in quality assessment section, the 
foreman sequence exhibited a PSNR quality 
loss compared to the reference encoder of ap-
proximately 1 dB in the range 250 - 900 Kbps. 
However, this difference was not visible in the 
example frames shown in Figure 7. Low rates 
gave a high loss if the prediction rate was high, 
but gave acceptable results for a large range of 
bitrates. In this section, we will investigate if 
this also holds for other CIF resolution videos. 
We used 16 standard test sequences (Table 1) 

using prediction rates of 100, 250, 500, 750 
and 1000 Kbps. Each of these clips has dif-
ferent amount of detail and motion. Since we 
reuse motion vectors, we also include motion 
metrics using the MPEG 7 standard (Jeannin & 
Divakaran, 2001) and ITU-T-Rec-P.910 (1999) 
in order to see if this influences the results. We 
have also done tests on CPU time when encod-
ing, and in Figure 10 we can see the speedup 
of our multi-rate encoder varying somewhat 
depending on content. However, the gain for 
all evaluated videos are significant compared 
to the reference encoder.

Figure 9. Rate-distortion curve for HD test sequence pedestrian with different prediction bitrate 
(in kbps)
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Figure 11 shows the results using 500 Kbps 
as prediction rate as a representative example, 
i.e., the tests in section indicates that a predic-
tion rate somewhere in the middle of the target 
range is better. The average PSNR vary as 
expected between different videos, hence, the 
different y-axis in the plots, but we can observe 
that for most videos the average loss of PSNR 
compared to the reference encoder is less than 
1 dB in the range of 250 - 900 Kbps output 
videos. There are exceptions, including flower, 
mobile, mother-daughter, coastguard, and 
stefan sequences that have higher losses com-
pared to their references of up to 2 dB in the 
range. In most of these situations, there is no 
visible difference as also described in quality 
assessment section, but for some frames at the 
very lower end of the range, some very small 
visible effects can be seen. On the other hand, 
we can also see sequences with very little qual-
ity loss (in PSNR) such as the paris, bridge-
close, highway and silent videos.

HD Resolution

For the HD resolution, we found in quality as-
sessment section that the pedestrian and blue 
sky test sequences exhibited a PSNR loss of 
about 1.0 to 1.5 dB compared to the reference 
encoder. As for the CIF sequence, this differ-
ence in quality was not visible in the example 
frame shown in Figure 6. To see if the results 
are similar with other contents, we have used 
five HD standard test sequences available in 
1080p resolution.

The results for the HD experiments are 
shown in Figure 12. We show only the 1500 
Kbps prediction rate results as this is the best 
prediction rate for HD resolution according 
to Figure 9, but the experiments give similar 
results using the other rates. As in the previous 
section, the average PSNR is varying between 
the different videos as expected. However, 
the general trend in all the five sequences is 
the same: The loss of PSNR compared to the 

Table 1. CIF test sequences and their temporal complexity (higher number means more motion) 
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reference encoder is less than 1 dB for bitrates 
in the range of 1500 - 3000 Kbps. For bitrates 
less that 1500 Kbps, the loss of PSNR drops off 
faster, i.e., for all resolutions, the quality drops 
more and faster towards the lower end of the 
target interval. The worst observed difference 
in PSNR is slightly over 2 dB at 1000 Kbps 
for the pedestrian and rush hour sequence. 
The sequences showing the best results are the 
sunflower and tractor videos with worst-case 
PSNR less than 2 dB. As above, these differ-
ences in video quality are hardly visible to the 
user. We have also evaluated the CPU used for 
the HD sequences as can be seen in Figure 13. 
The results are similar to the performance of the 
lower resolution videos with speedup varying 
somewhat depending on content. Again, the gain 
is for all evaluated videos significant compared 
to the reference encoder.

DISCUSSION AND OPEN 
ISSUES

To prove our idea, we have implemented a proto-
type which reuses the most expensive operations 

based on a performance profile of the encoding 
pipeline. In particular, our multi-rate encoder 
reuses the analysis part consisting of macrob-
lock mode decision and intra/inter prediction. 
The experimental results indicate that we can 
encode the different videos at the same rates 
with approximately the same qualities compared 
to the VP8 reference encoder, while reducing 
the encoding time significantly. However, our 
prototype is a small proof-of-concept imple-
mentation, and there are numerous open issues.

Though rarely visible, our results do show 
that there is a small quality degradation using 
our multi-rate encoder compared to the reference 
encoder. However, it is likely that the degrada-
tion can be reduced by further refining encoding 
parameters such as motion vectors to better suit 
the target bitrate from the prediction bitrate. 
One open issue is therefore to look into solutions 
for improving the quality for the other bitrates, 
aside from correctly choosing the prediction 
bitrate. By virtue of our method of reusing 
analysis computations directly, the quality will 
suffer when the target bitrate is not equal to the 
prediction bitrate. One plausible explanation 
of the quality degradation could be that videos 

Figure 10. Speedup at CIF resolution with Multi-Rate encoder compared to reference encoder
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with high levels of motion produce many mo-
tion vectors, and that the motion vectors then 
chosen in the analysis stage are not meant to 
be used at another bitrate. To investigate this, 
we used two objective metrics for finding the 
temporal complexity of the test sequences 
(Table 1) and compared these metrics with the 

observed quality degradation. However, we 
cannot explain the quality degradation based 
on video motion alone. For example, both the 
flower and highway sequences feature camera 
panning and have similar motion complexity 
according to Table 1, but they result in very 
different quality degradations. Similarly, stefan 

Figure 11. Average quality distortion for different videos using 500 kbps prediction bitrate note: 
different y-axis cutoff, scale retained
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Figure 12. Average quality distortion for different 1080p videos using 1500 kbps prediction bitrate

Figure 13. Speedup at HD resolution with Multi-Rate encoder compared to reference encoder
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and foreman have high levels of motion, but 
only the former result in a quality loss of more 
than 1 dB. As such, we can rule out that this is 
caused by high levels of temporal complexity 
in the content alone.

Another contributor to the reduced qual-
ity compared to the regular encoder is that the 
input to the analysis step and the reconstructed 
frame are not identical (they differ in terms 
of quantization level). This matters since the 
prediction in the encoder (which uses the re-
constructed frame as usual) does not produce 
identical pixels as the analysis step did in its 
prediction. The result being that motion vectors 
and other prediction modes are not optimally 
selected for the target bitrate since they were 
chosen using slightly different data. We be-
lieve this also explains the spike seen when 
the prediction rate matches the target rate, and 
the optimal prediction parameters are chosen; 
when the reconstructed frame and the frame 
used for prediction differ even slightly, we 
expect the quality to drop (since non-optimal 
modes can be chosen). We note that using the 
original frame instead of the reconstructed 
frame as original to the analysis stage (open 
loop) is a well-known technique to remove 
dependencies in video encoders (Fonseca et al., 
2007) which reduces the prediction quality and 
hence the video quality. Our technique differs 
in that instead of using the original frame in 
analysis, we use the reconstructed frame for a 
near bitrate which is much more similar to the 
target bitrate’s reconstructed frame than the 
undistorted original frame.

Currently, prediction modes found in the 
analysis stage is used as-is without adaptations, 
even though it was found using another input 
frame (reconstructed with another quantiza-
tion level). One potential quality improvement 
could be to do predictor refinement, inspired 
by the approach taken by Zhou et al. (2008). 
Since the prediction modes are found using a 
very similar image, we expect the motion vec-
tors and intra-frame predictors to be close to 
the optimal result. Using refinements, we can 
improve these be doing a local search in the 
area near the shared prediction. This would, 

however, lead to increased complexity in the 
encoder. Moreover, the quality assessment 
section demonstrates how reuse of the analysis 
computations impacts the quality/complexity 
tradeoff for encoding the same input at different 
rates. A limitation with our multi-rate encoder 
is that all the bit streams encoded must use the 
same number of reference frames, or in the 
case of VP8, the same golden frames for the 
method to be viable. It may be possible to scale 
the spatial resolution in the different outputs 
by also scaling prediction parameters as done 
by some transcoding approaches, but quality 
impact of this is left as further work. Another 
potential for further work is to investigate if 
there are other parts of the VP8 encoder where 
the processing can be fanned out like in the 
analysis step. Also, a systematic review of all 
the encoder modes and decisions to pinpoint 
if some parameters are causing more impact 
than others in our prototype encoder is left as 
further work.

Another important point is the generality 
of the presented idea. In the prototype, we 
used VP8 as a case study since it is an emerg-
ing open-source codec, and the source code is 
much smaller than H.264. However, VP8 is 
very similar to the baseline profile in H.264, 
and in general, most video codecs use similar 
ideas for compression. Thus, our ideas are 
not implementation specific to VP8, but also 
applicable for other codecs like MPEG-1/2/4, 
H.263/4, VC-1, Theora, etc., which compress 
the video data in a similar way.

CONCLUSION

A large fraction of the Internet video services 
use an adaptive HTTP streaming technology. 
By encoding the video in multiple bitrates 
matching different devices and different net-
work conditions, the bitrate (and thus video 
quality) can be changed dynamically to match 
the varying bandwidth, giving a large advantage 
over non-adaptive systems that are frequently 
interrupted due to buffer underruns or data loss. 
However, encoding video into multiple bitrates 
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is a resource expensive task. We have therefore 
investigated the effect of running multiple 
encoding instances in parallel, where the dif-
ferent instances reuse intermediate results. This 
way, several encoding steps are avoided for the 
sub-sequent encoding operations. In particular, 
we have analyzed and performed experiments 
with Google’s VP8 encoder, encoding differ-
ent types of video to multiple rates for various 
scenarios. Our main contribution is that we 
propose a way of reusing decisions from intra 
and inter prediction in the video encoder to 
avoid computational expensive steps that are 
redundant when encoding for multiple target 
bitrates of the same video object. The method 
can be used in any video codec comprising an 
analysis and encoding step with similar structure 
as H.264 and VP8. Furthermore, the method 
has been implemented in the VP8 reference 
encoder as a case study, and the experimental 
results show that the computational demands 
are significantly reduced at the same rates and 
approximately the same qualities compared 
to the VP8 reference implementation, i.e., for 
a negligible quality loss in terms of PSNR, 
the processing costs can be greatly reduced. 
However, the quality loss is dependent on the 
distance from the initial bitrate, i.e., if the gap 
between the output bitrates is too large, the 
quality loss becomes larger. In such scenarios, 
we still need multiple instances of the whole 
operation.

The VP8 codec is similar H.264 and several 
others, and our approach should be suitable for 
comparable encoding pipeline as well. How-
ever, implementing a prototype and showing 
the same experimental results are tasks left as 
further work. Additionally, our aim has been to 
point at an operation that potentially can be op-
timized, and we suggested one possible solution, 
i.e., reusing the macro-block mode decision, 
intra prediction and inter prediction between 
the parallel encoding instances. However, as 
indicated in the discussion, there are several 
open issues where potentially other steps that 
can be improved with respect to the resource 
consumption or the resulting video quality – all 
promising research topics to investigate.
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