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Abstract—Neural networks, in the context of deep learning,
show much promise in becoming an important tool with the
purpose assisting medical doctors in disease detection during
patient examinations. However, the current state of deep learning
is something of a ”black box”, making it very difficult to
understand what internal processes lead to a given result. This
is not only true for non-technical users but among experts as
well. This lack of understanding has led to hesitation in the
implementation of these methods among mission-critical fields,
with many putting interpretability in front of actual performance.
Motivated by increasing the acceptance and trust of these
methods, and to make qualified decisions, we present a system
that allows for the partial opening of this black box. This includes
an investigation on what the neural network sees when making
a prediction, to both, improve algorithmic understanding, and to
gain intuition into what pre-processing steps may lead to better
image classification performance. Furthermore, a significant part
of a medical expert’s time is spent preparing reports after
medical examinations, and if we already have a system for
dissecting the analysis done by the network, the same tool can be
used for automatic examination documentation through content
suggestions. In this paper, we present a system that can look into
the layers of a deep neural network and present the network’s
decision in a way that that medical doctors may understand.
Furthermore, we present and discuss how this information can
possibly be used for automatic reporting. Our initial results are
very promising.

Index Terms—computer aided diagnosis, deep learning

I. INTRODUCTION

Machine learning, in context of image and video analysis
using deep learning, has become a commonly used method
in a variety of different fields such as medicine, finance,
and robotics, etc. One important area of application is in the
assistance of medical doctors in the detection disease during
patient examinations with the purpose of avoiding overlooked
abnormalities [1]. However, such deep neural networks are
also somewhat black boxes (especially among end users)
where very few understand what decisions lead to a given
prediction. To be able to make qualified decisions and to
increase the trust of the medical domain, we must demystify
this black box as medical doctors often need a rationale of

why the system signals a detection besides the output from
the system itself. To the best of our knowledge, this is yet
an unexplored area of research, especially when it comes to
giving an explanation to the doctors and involving them in
the system pipeline. To improve the black box-understanding,
we examine an automatic disease detection system where we
dissect a neural network to explore what the network ”sees” as
an image moves through its layers and use this information as
a basis to increase understanding of how it makes a prediction.
As a case study, we use live colonoscopy, which is a common
gastrointestinal (GI) examination, essential for the diagnosis of
most mucosal diseases in the GI tract, particularly diagnosis
of colorectal cancer and its precursors. We have previously
developed such a live detection system [2]–[4], and compared
various machine learning techniques [5]. In the previously
developed system, the endoscopist performs the colonoscopy
while video frames are automatically analysed. Furthermore,
the system provides visual feedback to the doctor if something
abnormal is detected [6]. In this paper, we open the black box,
with the goal of gaining a deeper understanding and insight
into the detection process of a convolutional neural network
(CNN) for three different purposes and contributions:

• better decision support: The medical doctors often need
a reasoning of why the system returns a detection. To
the best of our knowledge, this is yet an unexplored
area of research, by providing intermediate heat maps
from the internal process of the neural network, we gain
more insight into how and why a particular prediction is
produced.

• improved data augmentation: There are several ways to
improve and augment input data in order to improve the
detection rates. Using the gained intermediate informa-
tion, we can observe which parts of an image is marked
in each layer so that we can identify which regions result
in false positives and false negatives. This can be used
to improve both classification performance and training
data.



• automatic report generation: A system dissecting the
network for understanding it better, can also be used for
automatic examination report generation proposing both
images or video clips to include and giving a reason why.

With these target improvements, we present a system look-
ing deeper into a neural network used for GI disease detec-
tion. Using the open Kvasir [7] and CVC-968 [8] datasets,
we evaluate the base performance and improvements using
insights gained by the system. Based on the dissection of
the network, we demonstrate how the system can be used
to improve data augmentation by identifying artifacts in the
images that confuse the algorithm. This information is used
to perform data pre-processing which improves the detection
rate and more important the generality of the model. Then,
we show how the intermediate network layer information can
be used to help medical experts in understanding the decisions
made by the network. Finally, we demonstrate how the system
can help generating automatic documentation and reports in a
standardized way potentially moving more medical expert time
from paper work to patient examinations.

II. RELATED WORK

Understanding layers of deep learning architectures have
been a topic of research for quite some time. Some researchers
try to solve this problem by using a more theoretical basis
and mathematical approach such as [9], [10]. While this is
important, it does not help the end users like medical experts
understand the algorithmic decisions and improve their trust
in the system. Other researchers try to apply a more visual
approach to the problem and visualize layers using different
methods such as heat maps or visual representations (texture,
heat maps, etc.) [11], [12]. Based on visual content, the next
natural step in the process is to generate text from the visual
layers to create automatic tags or descriptions of images and
videos. In the medical imaging domain, Zhang et al. [13]
propose a method to generate automatic reports for automatic
image diagnosis networks. The goal is to create semantically
meaningful reports. As an example, they used bladder cancer
detection. A similar approach can be found in [14]. Both
methods can create text from the images and visualisations
of the regions the algorithm activated on.

In comparison to these approaches, our system is not
focused on creating automatic text, but instead use the visual
attention heat maps to get an understanding of the algorithms
decisions, present them to medical experts and to improve
these decisions by pre-processing the data in a different more
effective way. To the best of our knowledge, no related work
does this.

Furthermore, pre-processing in deep learning is an often
used practice, but it is hard to find a clear description of when
to apply which methods. It usually depends on the data and
the understanding of the data [15], [16]. Therefore, a system
that can give visual explanations of the data and show how it
connects with the algorithms can be helpful when looking to
improve performance.
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Fig. 1: An overview of how we produce the two visualisations
included in the image analysis, and how it is presented
in the user interface where a visualisation of the different
convolutional layers can be selected.

Finally, our system tries to recommend which images or
parts of the videos represent the most important findings.
Medical experts indicate that generating automatic text is not
the most important feature, but rather to give them a tool that
helps them understand the decisions made by the algorithms,
and at the same time, supports them in creating reports that
represent the case in a unified way [1]. Therefore, bringing
the user into the loop of system’s performed analysis is an
important aspect and requires tools such as the ones included
in the presented system.

III. SYSTEM DESCRIPTION

The proposed system can be described as a framework
consisting of two primary tools. First, to increase understand-
ing and trust in the system, the system provides a tool for
dissecting the analysis of a CNN by looking at how the
network sees the given image at the point of any convolutional
layer. This is done through various visualisation techniques,
which present what regions of an image correspond to the
distributed class confidence scores. This is mainly aimed at a
medical audience needing additional information when making
medical decisions, e.g., diagnosing a patient with a severe
disease based on the output of the system. Researchers and
engineers designing deep CNNs may use this tool to get more
insight into what features of a given class lead to an assigned
confidence score. This information may be useful in the
development of pre-processing techniques which could result
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Fig. 2: Image representations used by the reporting system to
explain decisions.

in a higher quality model. Second, the system also provides
a tool for automatically generating medical reports based
on the automatic analysis of images and videos. The purpose
of this tool is to reduce the time spent on administrative tasks
that often follow medical examinations, e.g., documentation
of performed endoscopy examinations. This can be seen in
Figure 3, where we look at the expected workflow of a doctor
using the system to gain information from the analysis done
by the neural network and use this as a basis for generating
the medical report.

As previously mentioned, the analysis performed by the
system is based on deep learning technologies, specifically
CNNs. These are used to analyse image or video data to
perform different classification tasks, e.g., automatic detection
of diseases. This process is made transparent to the users
through the neural network dissection tool, which examines
the individual layers of a CNN and allows for inspection of
what regions of an image contribute to the score of a given
class. This transparency is a critical piece in building trust
and acceptability among non-technical users of the system,
like medical experts, who rely on the system’s output without
detailed knowledge of the underlying processes. Furthermore,
it allows for discovering faults within the trained model and
the dataset used to train the system.

Visualisations are primarily based on the weighted gradient
class activation map (grad-CAM) technique [17], which allows
for visualisation of different CNN architectures without the
need for modifications (replacement of layers). An overview
of this process is shown in Figure 1, and starts once the
user has selected an input image, target layer and target
class using the web-interface. Based on these parameters,
the system generates three different representations of the
given image (all shown in Figure 4). Figure 2a is the input
image which we use to generate the visualizations. Figure
2b is a grad-CAM (a generalization of class activation map
(CAM) [18]) representation of the image, which shows what
regions of the image correspond to the assigned confidence
of the target class. Figure 2c is a saliency map generated
using the guided back-propagation technique, which shows
the positive activations of the target layer, which is not class
specific. Figure 2d shows a guided grad-CAM representation
of the image, which is a combination of the grad-CAM and
saliency map. Of the three visualisations, the system presents
the grad-CAM and the guided grad-CAM to the user.

IV. IMPLEMENTATION DETAILS

The system is accessed through a web-interface, backed
up by a RESTful server written in Python (using the micro-
framework Flask [19]). As mentioned in section III, the server
uses a deep neural network, specifically a CNN using the
standard VGG-19 architecture [20], to perform frame analysis.
It is important to point out that the architecture used can be
changed if needed. The neural network is implemented using
the deep learning framework Keras [21] using Tensorflow as
a backend [22]. The visualisations are generated on the fly as
the user selects an input image, target layer, and target class.

Image data Server

Fig. 3: The expected workflow using the system to analyse data
from an endoscopic procedure and produce a written report.

V. NEURAL NETWORK DISSECTION

As mentioned previously, we use a deep CNN to perform
analysis on frames collected from an endoscopic examination
taken from a video stream. One of the criteria we set in the
previous section was that the system must back up its claims
by showing the reasoning behind its decision. To achieve
this, the system uses a guided grad-cam [17] approach to
visualizing the convolutional layers of a CNN given a target
class. Guided grad-cams combine the discriminative properties
of CAMs together with a more detailed saliency map [23] to
create high-quality feature maps, showing specific localization
regions for a target class.

We use the guided grad-cam representation together with a
grad-cam to give two perspectives on what the CNN is detect-
ing when making its prediction, which in turn will hopefully
distill a higher amount of confidence in the correctness of our
network. Principally, the grad-cam and guided grad-cam show
the same information, albeit the guided grad-CAM includes a
bit more detail, we decided to include both as the grad-CAM
is a bit clearer in its explanation. Visualisations are created on
a layer by layer basis, making it possible to go back and view
the detections made by the lower layers of the network. This
might be useful to see what less abstract features are picked
up by the network.

The visualisation process starts once the user has selected
an image, layer, and class for further analysis. With this set,
we begin with the creation of the grad-CAM and saliency
visualisations. Starting with the grad-CAM, we calculate the
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Fig. 4: An image that has been correctly identified as contain-
ing a polyp by our CNN, together with the grad-CAM and
guided grad-CAM representation.

gradient of the target layer using the loss of the selected class
in regards to the input image. These gradients are then globally
average pooled to get the weights, which is then multiplied
by the output of the target layer and passed through a ReLU
function to produce the grad-CAM representation. The grad-
CAM is then re-sized back to the dimensions of the original
image and has its values squashed between 0 and 1 before
applying a blue-red heat map.

To generate the guided back-propagation saliency map, we
replace the activations of our original network with a modi-
fied ReLU function. During back-propagation, a conventional
ReLU would let all gradients whose inputs were larger than
0 pass. We extend this rule by additionally discarding all
gradients that are below 0, thereby only back-propagating
the positive influence on the activations. With this modified
network, we calculate the gradients of the target layer with
respect to the input image, i.e., these gradients represent our
saliency map.

With the grad-CAM and saliency map generated, we mul-
tiply them together to produce the guided grad-CAM repre-
sentation. This together with the grad-CAM is used in our
system.

VI. UNDERSTANDING THE DETECTIONS

As mentioned in section IV, we visualize the the convolu-
tional layers of a VGG-19 CNN to understand what each layer
detects as the image moves through the network. This is not
only useful when trying to detect abnormalities in endoscopic
images, but also gives insight into what features the network
”thinks” are relevant to a certain class. For example, Figure 4a
shows an image containing a polyp located in its upper region.
Looking at the grad-CAM representation (Figure 4b), we see
the the network correctly identifies the polyp (area in red).
Although the used example is quite obvious, this shows that
the network, at least, has some knowledge about what a polyp
is when it comes to its basic shape. Using the guided grad-
CAM representation (Figure 4c), we get a more detailed view
of what the network detects, such as texture detection. Looking
closely at Figure 4c, we see that the network detects the edge
of the polyp, noting that the polyp is raised above the mucosa
(blue outline surrounding the polyp).

Figure 4 depicts the image at the last convolutional layer
of the network, showing what the network recognizes right
before making its prediction. For the most part, this is what

(a) Kvasir v2
Kvasir v2 PREC REC SPEC ACC MCC F1
Non-processed 0.966 0.791 0.736 0.940 0.762 0.758
Navigation box 0.968 0.798 0.753 0.944 0.778 0.778
Navigation box + border 0.968 0.943 0.749 0.943 0.775 0.771

(b) Kvasir v2 + CVC
Kvasir v2 Extra Polyps PREC REC SPEC ACC MCC F1
Non-processed 0.957 0.722 0.673 0.924 0.723 0.702
Navigation box 0.959 0.738 0.691 0.927 0.739 0.719
Navigation box + border 0.964 0.773 0.724 0.937 0.760 0.750

TABLE I: CNN evaluation using 2-fold cross-validation.
we want. But, it may also be useful to look further back in the
network to see what less abstract features are detected early in
the network. Looking at Figure 5, we see a guided grad-CAM
representation of an image at the last convolutional layer of
each convolutional block of a VGG-19 CNN. Looking at the
first couple of layers (Figures 5b and 5c), we see that the
network picks up basic textures of the mucosa. Looking at the
latter images, we see that the network starts to see the visual
shape of the polyp.

Note that the visualisations are made with respect to a
target class, meaning we can see what regions of an image
correspond to another class apart form the predicted one. This
comes in handy when the network detects multiple classes
in a single image. For example, an image may contain signs
of ulcerative colitis and polyps, using the visualisations we
are able to see the class specific regions of each abnormality.
This is also useful when diagnosing issues with the network,
understanding why a network ”thinks” it detects a certain class
that is not there, this will be discussed further in section VII.

VII. ENHANCING INPUT DATA FOR BETTER DETECTION

In the previous section, we used the two image represen-
tations (grad-CAM and guided grad-CAM) to gain insight
into what the network sees when it predicts a certain class.
This not only helps us detect diseases in the GI tract but
can also be used to diagnose issues with a network making
incorrect predictions. Using the Kvasir v2 dataset [24], we
looked at various samples where the network got confused
and mistakenly predicted the wrong class. Figure 6a shows
an image of a clean cecum (beginning of the bowel), as part
of the normal cecum class. The network mistakenly predicted
that the image depicts a colon inflicted by ulcerative colitis
(inflammatory bowel disease) as part of the ulcerative colitis
class, with an 86.5% certainty. Using the system to diagnose
what the network detects with respect to the class normal
cecum at the final convolutional layer, we get the grad-CAM
(Figure 6b) and guided grad-CAM (Figure 6c) representations,
which show us that the algorithm gets confused by the
navigation box located in the lower left corner. This indicates
that the network has learned the ”noise” of an image, and
associated it with a class, i.e., it has associated the navigation
box with a normal cecum. This is an important observation,
as we might be able to use this information to improve the
performance of our network.

After finding incidents of incorrect predictions because
of ”noise” in the image, we have two possible options for
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Fig. 5: Guided grad-CAM representation of an image at the last convolutional layer of each convolutional block.
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Fig. 6: An incorrectly identified image with its grad-CAM
and guided grad-CAM representation with respect to the class
normal cecum.
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Fig. 7: Examples of data enhancements.

improving the class detection of our network, i.e., change the
network itself or apply additional pre-processing steps to the
dataset. For the scope of this paper, we will limit it to applying
additional pre-processing steps to the Kvasir version 2 dataset
as following: (i) blacked out navigation box and (ii) blacked
out navigation box and cropped black borders.

After applying these steps, we retrained the model and reran
the image analysis. This time we found that that normal cecum
prediction had fallen to 28.3%, and the network now correctly
classifies it as ulcerative colitis with a 53.22% certainty. The
change in prediction is promising, but the network still acti-
vates on the blacked out navigation box, which causes the still
high prediction value fro ulcerative colitis, i.e., additional pre-
processing steps may lead to better results. In this particular
case, a possible reason for the confusion is an imbalance
of ”noisy” images between the classes, e.g., some classes
include many images that have the navigation box located in
the lower left corner, while other classes barely contain such

images. This is supported by the class ulcerative colitis, having
few images with a navigation box, often being confused with
polyps and normal cecum, which contain many images with
the navigation box.

Based on the findings of described in section VII, we trained
and evaluated a VGG-19 CNN on three different variations of
Kvasir v2; (i) non-processed images (Figure 7a), (ii) naviga-
tion box blacked out (Figure 7b), and (iii) navigation box and
borders removed (Figure 7c). From this, we observe that the
non-processed and pre-processed datasets are distinguishable,
but the navigation box/borders removed and the blacked out
dataset look quite similar. The difference between the two
pre-processed datasets is in the surrounding border. Each
dataset was trained and evaluated using 2-fold cross-validation
resulting in 500 images used for training and evaluation per
class. Table I(a) shows the result of the model evaluation.
Looking at the F1 score, we see that the pre-processed datasets
perform a couple of points better than the non-processed
dataset.

As with any neural network, it is important that it general-
izes well rather than obtaining good metrics by overfitting on
a specific dataset. Therefore, we performed another evaluation
on the three dataset variations using additional 400 polyp
images taken randomly from the CVC-968 dataset [8] added to
the test set. The reason, therefore, was to show how general
the trained model is and that it does not work well on just
the dataset used for training (which would be a sign for
overfitting). The outcome of this experiment revealed that
the non pre-processed dataset was less general than the pre-
processed on and most probably dataset specific (overfitted).
The result of this evaluation is shown in Table I and further
supports the case that the pre-processed datasets perform better
than the non-processed. Looking at the individual F1 scores
we see that the non-processed dataset fell by 5.6 points, the
blacked out dataset fell by 5.9 points, and the border and
navigation box removed pre-processing fell by only 2.1 points.
This shows that the border and navigation box removed pre-
processing training creates a model that generalizes better than
the other variations. Even if the general overall performance
goes down compared to Table I(b) for a real-world scenario a
more general model is more important than a dataset-specific
one.

VIII. CREATING AUTOMATIC REPORTS

As previously discussed, understanding and transparency
of the underlying algorithms performing the analysis is a
crucial piece in building trust and acceptance among mission-



critical domains (such as medicine). Through our research,
we see that this better understanding may be used to extract
useful information in the production of medical reports, e.g.,
documentation of colonoscopies. Within GI endoscopy, doc-
umentation of performed procedures are generally considered
to be of poor quality, often being submitted without the use
of standardized language [25] and an inconsistent description
of the detected endoscopic findings [26]. Typically, the time
required to manually produce a standard GI endoscopy report
is around 2 minutes. However, when having to include many
findings, reports may take up to 10 minutes or more to
produce [27], [28]. A system that can extract information from
a deep neural network’s layers can be used in the generation
of automatic reports by providing images or video clips that
reflect the suggested diagnosis which also provides a reason
why the algorithm came to a particular decision. Nevertheless,
this is out of focus for this paper and will be more in focus
in future work including studies with medical experts.

IX. CONCLUSIONS

Neural networks are widely used in all types of detection,
classification, and localization of objects in an image or
video frame. However, the understanding of how deep neural
networks operate and on what their output is based on is
in general very limited – even more so among non-technical
users. In many domains such as medicine (among others), the
users often need to understand why a particular decision is
made. To improve the understanding of the internal decision
process of deep neural networks and to build trust among its
users, we have developed a system that allows dissecting deep
neural networks, enabling investigation and understanding of
the network’s layers and outputs. We presented a detailed
explanation of how such a system can be used to increase
understanding and performance and evaluated it using two
different datasets. The evaluation is showing promising re-
sults indicating better performance and generalization of deep
learning models after applying improvements based on insights
gained using the presented system. Furthermore, we presented
and discussed how the intermediate knowledge provided by
the system could be used to automatically generate a mod-
ifiable report including both text and images increasing the
understanding and potential trust of medical experts. For future
work, we will evaluate the reporting part of the system with
the help of medical doctors and improve the automatic report
generation part based on this evaluation.
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